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Abstract 
A new semantics driven decision making pattern is 

proposed because of the lack of semantic 
comprehension and sharing in traditional decision 
support system. The structure of decision support 
system is a three layer architecture and composed by 
interaction level, ontology level and decision level. In 
this semantics based decision support system, the 
decision domain problem description ontology and the 
decision model ontology are defined to describe the 
static and dynamic semantics which appears in the 
course of decision making and support knowledge 
interaction and sharing. And then the decision could be 
making by two steps: semantics understanding of 
decision problem and collaborative problem solving by 
multi-models. 

 
1 Introduction  
 
There are some bottle-necks in current researches on 
Decision Support System (DSS), such as, the structured 
characteristic of problems, the comprehension and 
representation of the semantics of problems, the 
representation and reasoning of model construction and 
knowledge inference, and the intelligence of the 
interaction between human and computers. We have 
noticed that there is a common issue behind these 
bottlenecks which is how to represent and comprehend 
the semantics of decision problems and their solving 
models, and how to interact and share on the base of 
this common semantics among different hosts (human 
and agents). In the decision domain, both decision 
problems and decision models have characteristic 
semantics and any decision from decision makers is 
based on the comprehension of this. However, 
researches on the representation and comprehension of 
the semantics of decision problems and models have 

been lacking for a long time, which causes the failure 
of helping decision makers work effectively when 
facing with the dynamic semantic environment. We 
consider that decision is not only based on the static 
information representation, but also a kind of process 
which is driven by problems’ semantics and operated 
by models. And the semantics of the behaviors of 
decision making also need to be represented explicitly. 
The process of decision making includes not only the 
semantic reasoning of static knowledge but also the 
reasoning of specific decision behavior in dynamic 
semantic environment.  

Along with the maturation and wide spread of 
Internet, software has been evolving in several aspects, 
such as configuration, internal requirement, key 
techniques and application models. As a kind of 
computing software, DSS should be an open distributed 
system based on Internet which has some advantages 
on sharing knowledge and cooperating in decision 
making. The concepts of the semantic web and 
ontology proposed a good method in comprehending 
semantics automatically during decision making. 
Ontologies are used to represent semantics and 
semantics could be a guide or a benchmark in each step 
of decision making [1], so that DSS could adapt to the 
change of environment automatically and aim at the 
purpose of decision-makers accurately. 

In recent years, researchers have been working on 
how DSS could make use of ontologies and the 
semantic web theory. In 2006, Lee Seok-Won[2] 
suggested retrieving knowledge from natural languages 
according to instances and experiences to establish 
domain ontologies for decision problems. Kebair[3] 
proposed that DSS could make use of multi-agents 
because those agents could communicate in semantics 
which represented by ontologies. Smirnov [4] proposed 
a kind of knowledge integration driven by ontologies in 
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dynamic environment, so that information and 
knowledge related to decision making could be 
integrated into ontology specification which could 
provide a knowledge representing and sharing platform 
for establishing and solving models during decision 
making.  

There are many methods of semantic 
representation. Reference [6] proposed a model which 
uses concept, content and context to construct 
semantics. Shi Zhong-zhi and his colleagues proposed a 
kind of dynamic description logic which extends the 
traditional description logic by behaviors description to 
describe the dynamic semantics in the semantic web [8, 
9]. Reference [10] suggested a kind of representation of 
constructing semantics by using features space.  

In this paper, dynamic logic and description logic 
combined together by using ontologies as the 
representation of decision making problems and models, 
so that the representations and related algorithms of 
static and dynamic semantics could be presented. The 
architecture and principles of semantic DSS are also 
proposed.  

 
2 Semantics representation of decision 
making 
2.1 Ontologies in decision making domain 
 

The ontologies of DSS can be divided as: Decision 
Domain Problem Description Ontology (DDPDO) and 
Decision Model Ontology (DMO). DDPDO describes 
the concepts related to decision making problems and 
their relationships, and provides problem categories 
and properties which could be used to describe a 
certain kind of problems. DMO describes constructing 
model methods by constructing-model sub-ontology 
and algorithms for solving problems by solving-model 
sub-ontology. 

Definition 1 Decision Domain Problem 
Description Ontology (DDPDO) can be defined as a set 
of 6 elements ),,,,,( IGPSPOPRCDO = . C means the 
concept of a problem witch is the exclusive standard of 
a certain kind of problems; R is the set of relations 
between this concept and others; OP represents the set 
of possible initial properties of the certain problem 
concept; SP is the set of properties which emerges 
during solving process; GP describes the set of possible 
target properties of this concept; and I is the set of 
instances of the concept.  

Definition 2 Decision Model Ontology (DMO) 
is ),,,,( IRSPRCMO = , C represents the model 
concept; R is the relations set of the model; P means 
the set of properties of this model concept; RS is the 

solving algorithm of this model; and I is the instances 
set.  
2.2 Semantic representation for static 
objects 
 

DSS mainly deals with decision problems; 
decision models; databases during decision making 
process; method bases and knowledge bases. And these 
objects are all static ones. According to the thought we 
explained above, we divided these static objects into 
two categories: semantics for decision problems and 
semantics for decision models. Semantics 
representation method is defined as follows. 

Definition 3 Decision problem semantics is 
defined as )Re,,,,,,( lationPSubPGASOIdPS = . Id is 
the exclusive identification of this problem; O is a 
non-empty set of initial states of the problem; the 
non-empty set S includes states at a certain time; A 
represents the possible purposes description of 
decision-makers; G is the set of possible targets of 
decision making problems; SubP is the set of possible 
sub-problems; RelationP means the existence of a kind 
of decision making problems which have some other 
relations with this problem except father-son 
relationship. Obviously, any problem semantics can be 
formalized by ontologies: CDOIdPS .. ⊆ , 

OPDOOPS .. ⊆ , SPDOSPS .. ⊆ , GPDOGPS .. ⊆ . 
Definition 4 Decision model semantics 

is ),,|,,|( BSOutputInputOMCIdM = . The ordered 
pair MCId |  means the exclusive identification and 
the name of this model; the non-empty set O includes 
the ontologies describing this model; OutputInput |  
represents the possible input and output format of the 
model; S is a non-empty set of states at a certain time; 
the non-empty set B is the set of possible decision 
behaviors.  
2.3 Dynamic behaviors semantics and 
surroundings semantics 
 

Behaviors mean the states transformation operated 
by decision models. The executor of behaviors is 
decision models, and the target objects of behaviors are 
usually composed of problems, data, and models, etc. 
We proposed a new kind of behaviors description 
method which can illustrate not only the executor and 
his target but the precondition and effect of the 
execution. 

Definition 5 A behavior description is a kind of 
representation as ),(),...,|,( 11 BBmn EPyyxxB ≡ . 

1. B is the symbol of the behavior; 
2. nxx ,,1  are individual variables, representing 

executors of the behavior, named executing 
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variables; myy ,,1  are also individual variables, 
representing the targets of the behavior, named object 
variables; 

3. BP  is the set of premise formulas, defining 
necessary preconditions for executing variables before 
execution;  

4. BE is the set of result formulas, defining the 
results of execution, BE is the set of objexu / , the 
state order pairs, exu  represents the set of results of 
executing variables after execution, obj  represents 
the set of results of objects variables after execution. 

DSS needs efficient semantic descriptions of 
surroundings for each decision making individuals. We 
proposed a semantic definition of dynamic 
surroundings as follows: 

Definition 6: A surroundings description can be 
described as ),()),(|( FB EESRXE ≡ . In the formula, 
the order pair  ),(| SRX  points out the set of binary 
relations ),(),...,,( 11 nn yXRyXR  of any certain 
object X , and the set of states of X  at a certain time; 

BE  is the set of behaviors which can be executed by 
X  under these surroundings; FE  is the set the 

condition formulas of the object X . 
Surroundings semantics is a kind of illustrated 

context for the objects during decision making process. 
This kind of semantics make it clear that each object 
has a certain context witch could be understood 
explicitly by all the terminals of decision making 
process. The preconditions set for behaviors semantics 
can be regarded as a series of conditions for the 
execution of behaviors, while surroundings semantics 
is a confirmed illustration, a context of the behaviors. 
2.4 Support algorithm for behaviors 
semantics by surroundings semantics 
 

For a certain surroundings, it is possible that 
different objects executing different behaviors. In this 
situation, system should consider not only whether the 
preconditions of certain behavior are satisfied, but 
whether any collisions would emerge in the 
surroundings. So the judgment algorithm of 
surrounding supporting behavior can be divided into 
two parts: one is judgment of preconditions of the 
certain behavior; the other is surrounding collision 
judgment of the certain object. 

Algorithm1: Surrounding supporting for behavior 
1. bPbP .←  
2. For behavior ),(),...,|,( 11 bbmn EPyyxxb ≡ , 

which would be executed, algorithm dose following 
operations: 

A． For all mn yx , , algorithm finds out the 
),()),(|( FBn EESRxE ≡  and ),()),(|( FBm EESRyE ≡ ; 

B． For each }).(|{ Bnnn ExEbxx ∈= , behavior 
b  is related to object nx . Algorithm would compute 
function )).(,.( Fnb ExEPbmatch ; 

C． If all the objects nx  can return the function 
)).(,.( Fnb ExEPbmatch  values as true, algorithm 

does Fn ExEPP ).(∪← , and goes to step 3. If the any 
of functions return value as false, the precondition set 
of behavior is not satisfied. The behavior would be 
hung up, and wait for next judgment, algorithm 
finishes. 

3. For each object }).(|{ Bnnn ExEbxx ∉= , 
behavior b  is not related to object nx , algorithm 
does Fn ExEPP ).(∪← ; 

4. For }).(.|{ Fnlblll ExEpPbppp ∉∧∈= , 
algorithm finds out the corresponding object set L . 
For all Ll ∈ , algorithm does function 

)).(,.( Fl ElEPbmatch ; 
5. If all matching functions are successful, algorithm 

dose FElEPP ).(∪← , and goes to step 6. Otherwise, 
precondition set is not satisfied, and the behavior would 
be hung up, and algorithm finishes. 

6. Algorithm computes function )(Ptconfilctse . If 
there is no collision, the behavior would be executed, 
and algorithm finishes.  
 
3. Computing environment and principles 
of semantic decision making 
 

In this section, we prototyped the architecture of 
DSS based on semantics which can be divided into 3 
layers. Comparing with the traditional DSS computing 
environment, the one of semantic decision could have 
some features as follows: � Enough capability of 
describing semantics. � Parallel and distributed 
processing. � Collaboration of multi-DSS.  
3.1 Software architecture of semantic 
decision making 
 

Different from traditional DSS, the semantic 
decision model must be established on a well 
understanding of any object’s semantics during 
decision making process. During semantic decision 
making, a large amount of decision objects come from 
Internet and have different semantics. In this 
circumstance, each of the decision terminals needs the 
capability of automatically dealing with semantics. 
Semantic decision making is constructed by 3 layers: 
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semantics understanding, semantics interaction and 
decision realization.  

 
Fig.1 architecture of semantic decision making 
Showed as figure 1, semantic decision making is 

divided as: � Human-machine interaction layer. This 
layer provides an intelligent interaction interface 
between decision-makers and computers, or agents and 
agents. Information from different terminals in the web 
can be captured by agents, and operated half-manually 
in the interface so that semantics can be identified. 
However, other information input by executors is also 
operated here to realize semantics identification. � 
Ontology layer. Ontology layer defines definitions of 
semantic decision and stores two kinds of ontologies: 
DDPDO and DMO. In this layer, semantics is extracted 
from the information provided by human-machine 
interaction layer according to ontologies and provided 
to decision layer. ③ Decision layer. This layer is the 
core layer and handles intelligent construction of 
decision model, selection of model and collaborative 
solving, by using formalized semantics.  
3.2 Working model of semantic decision 
making 
 

Semantic decision making is processed by 
different terminals witch are distributed in the web and 
communicate with each other by asynchronous 
messages. The system provides decision making for the 
executors through decision making clients. During 

decision making, a client first pre-processes the 
decision problem of users by dividing it to several 
sub-problems, and then distributes some of them which 
it can not solve itself to other clients around the web, so 
that others can provide cooperation to complete 
decision making. Therefore, the process of semantic 
decision making can be divided into 2 parts as follows: 
1. Semantic understanding of decision problems 

The representation of a decision problem must 
indicate the features of the problem. In this paper, we 
classified problems into two types: user-oriented 
problems and machine-oriented ones. For user-oriented 
problems, natural languages aided by symbols are used 
to describe a problem; as for machine-oriented ones, a 
problem is represented by key words to keep the 
semantics. Key words in natural languages description 
reflect the meaning of the sentences. According to 
DDPDO, key words can be extracted by the technology 
of natural languages understanding. Semantics can be 
well represented by corresponding eigenvectors, and 
key words can be the parameters in these semantic 
vectors. An agent first decides witch concept in 
DDPDO this problem belongs to according to the key 
words; and then gets the features of this problem on the 
base of the properties of the certain concept defined in 
the ontology. The agent can find the ontology where the 
key words are so as to find out related concepts. And 
these concepts can link DDPDO and DMO; witch can 
help to establish specific relationships between decision 
problem semantics and decision model semantics.  

Interactions between executors and computers, or 
among agents, are based on semantics. Interactions 
between human and computers are divided into two 
categories: interactions between executors and 
computers, and the ones among agents. When executors 
input a decision problem, agents can consider the 
description of the problem in DDPDO and dynamically 
provide special interface for the certain problem. 
Decision process interactions means catching new 
information from executors and feeding back the 
real-time states of decision making during the process 
of understanding decision problem, constructing 
intelligent model and solving model, so that users can 
adjust decision at any moment.  

2. Collaborative solving by multi-models 
Usually, complex decision problems can not be 

solved by a single decision model. The cooperation of 
multi-models is a good thought. As showed in figure 2 
we arrange cooperation in two aspects: on one hand, 
based on the semantics understanding of a complex 
problem, the problem is disassembled into ordered 
sub-problems, facts related to decision and data. And 
solving method is also decided; on the other hand, 
corresponding model is selected for each sub-problem, 
according to the definition of each model in DMO and 
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cooperation mechanism is ready for multi-models 
working together. We choose multi-model cooperation 
based on roles to solve problems. Model’s role is an 
element of model semantics. It describes the mission 
and function of the model in a certain decision problem. 
We can sense witch of the role-models are needed 
through problem semantics and then select proper 

models according to requirements and arrange semantic 
relations among these models, so as to establish a 
cooperative problem-solving architecture, and construct 
cooperative context for solving problems. During the 
solving process, models use collision prediction, 
collision negotiation and cooperation to solve the 
decision problem.  

 
Fig.2 collaborative solving of multi-models 

4. Conclusion  
 

Concerning some issues in DSS researches, we 
imported technologies from ontology and the semantic 
web to propose a new DSS driven by semantics, and 
designed the DSS architecture with 3 layers. In this 
DSS, different hosts (human and agents) can share 
knowledge and interact with each other on the base of 
common semantics, and agents can understand the 
purpose of executors efficiently and effectively. 
Therefore, DSS is driven by semantics in word and 
deed.  
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