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Abstract—This paper presents methods that support case 
retrieval in Case-Based Reasoning system. We used the 
Ontology to describe the relationship between terms in 
application fields. The similar cases are retrieval by 
calculating semantic similarity which we have defined. We 
evaluated traditional method of calculating the semantic 
similarity with lattice theory. We have constructed a 
decision support CBR prototype system of marketing 
strategy, based on this algorithm, which contains more 
than 600 cases. The evaluation shows that with the support 
of semantic, we can not only carry out data matching 
retrieval, but also perform semantic associated data access. 
CBR can quickly and accurately retrieve cases and 
improve efficiency of reasoning by semantic query. 

Keywords-Case Based Reasonin;, Case retrieval;, 
Ontolog;, Semantics similarity 

I. BACKGROUND  
Case-Based Reasoning (CBR) is a novel Artificial 

Intelligence(AI) method in dealing with questions and 
learning which is based on knowledge. It is the principal 
measure to solve new problems by consulting experiences 
and methods used in the same or similar problems. CBR 
supports decision simply by imitating this mechanism. 
Currently, as other DSS, CBR, is faced with many questions 
in the real-world application as well as in its own 
development, especially in terms of how to search for and 
extract cases efficiently. 

As in the present circumstances that the operative 
mechanism of brain is not clear enough, it has become a 
research task to settle the problem of CBR using the existing 
theoretical basis and artificial intelligence (AI). Ontology 
has quickly become a hotspot of AI research, which covers 
knowledge engineering and knowledge representing etc., 
and has been used to establish knowledge bases, after its 
application in the computer field. Lorcan Coyle and his 
team in Trinity College Dublin Ireland published a case 
markup language named XML-based Case Mark-Up 
Language (CBML) and on this basis [1, 2] carried out 
researches on case retrieval, which has constructed a 
foundation for solving the problem of CBR system utilizing 
ontology theory. 

The application effect of CBR system is evaluated by the 
accuracy of searches for similar cases. Though there are a 
number of relative investigations, the result is unsatisfactory. 
The present paper is to search after a method to realize 
higher reasoning efficiency and stronger solving ability and 
to achieve the goal of intelligent decision support by 
ontology applicaton in CBR system. 

II. RELEVANT CONCEPTS 
The concept of ontology is originated from the 

philosophical field, which was put forward by the ancient 
Greek philosopher Aristotle (384-322b.c.). Its original 
definition in the philosophical field is the systemic 
description of objective existence in the world. It embodies 
the abstract essence of objective reality.  

In the artificial intelligence field, the concept of 
ontology was initially forwarded by Neches etc. They have 
interpreted ontology as the definition of rules, which are 
composed by the basic terms and relations that are forming 
relative field words, to stipulate the extension of words. 
Neches considered that ontology defines the basic terms and 
relations of subject area vocabulary, and made the rules to 
define the extension of vocabulary based on them. In 1993, 
Gruber gave the most prevalent definition that ontology is 
the definite specification of conceptal model [3]. On this 
basis, in 1997 Borst gave another definition: ontology is the 
formal normalization of common concept model [4]. In 
1998, Studer further researched the above two theories, he 
held that ontology is the definite formal normalization of 
common concept model [5]. 

Simply speaking, ontology is an entity and a result of 
analyzing and modeling a certain field through ontological 
method. In other words, ontology is to abstract a certain 
domain in the real world to a set of concepts and relations, 
which can be formalized as follows: O = {D, Cs, Rs}, (D: a 
certain domain, Cs: concept set, Rs: relation set). 

Thus it can be seen that ontology offers a word set to 
describe the facts in a certain field, and all the ontology 
composes the knowledge of the domain. The goal of 
ontology is to capture the knowledge and provide common 
understandings of related fields, fix on common words in the 
fields and provide clear definition of these words and their 
relations from different levels of the formalization model. 
Now that ontology has become the descriptive language of 
knowledge, we can use it to express knowledge and set up 

2009 International Conference on Artificial Intelligence and Computational Intelligence

978-0-7695-3816-7/09 $26.00 © 2009 IEEE

DOI 10.1109/AICI.2009.449

238



knowledge base. Ontology enables communion and 
repetitive use of knowledge, improves the cross operation of 
heterogeneous systems, and promotes the sharing of 
information. 

III. ONTOLOGICAL CASE RETRIEVAL MODEL 
Case retrieval is to search for one or more cases that are 

most similar to the present case from the case base. As 
asked, CBR finds out the most suitable cases from the case 
base according to the similarity degree and index. Quantity 
and quality of the retrieval result directly affect the problem-
solving. Case retrieval includes three steps: feature 
discrimination, case matching and best selection. In 
conventional CBR, index is designed meticulously and 
similarity function is defined, but the variety of cases and 
semantic relations between the properties of cases are 
disregarded. The core task of ontology-based case retrieval is 
to let index machine analyze and understand characteristics 
of the problem, and retrieve the source of cases by semantic 
relations, through knowledge ontology. The model is shown 
in Fig. 1. 

 

 
Figure 1.  Schematic diagram of ontology-based case retrieva. 

1) Scenario analysis: according to the context or 
requirement of the knowledge model, domain expert 
analyzes the question using the ontology technology, refines 
the scenario description, and extracts the appropriate 
characteristic information. 

2) Generating target case: after the knowledge 
implicated in the question is marked in the ontology base, 
the question is conceptually modeled after the ontology case 
model and the target case is formalized. Then, the target 
case is filled with the knowledge elements set, scenario 
description of the case and reasoning target. 

3) Similarity computing based on ontology: similar 
cases often have the same knowledge base, and the related 
knowledge can assist to solve the problem. Case retrieval 
based on the same or related knowledge base is more 
accurate than that based on property matching. 

4) Priority level sequencing: select one or more cases that 
are most relative to the present question from the preliminary 
matching result. This step is closely related to the domain 
knowledge. 

IV. KEY ALGORITHMS IN ONTOLOGY-BASED CASE 
RETRIEVAL 

The description of cases is composed of several 
properties and the case similarity is defined by the similarity 
degree of attributes. So, to compare two cases, we need to 
match their structure similarity of properties and the 
similarity of relevant attribute values, and organically 
combine them to measure the similarity of the cases. 
Actually, to match the comparability of properties and their 
values is to compute the relative knowledge similarity.      

The computational method of semantic similarity of 
knowledge plays an important role in practical application 
of semantic with quantitative process concept. Ontological 
semantic similarity takes an important role in ontology 
integration and semantic information retrieval. At present, 
there are two main algorithms of semantic similarity: one is 
based on semantic distance; the other is on lattice theory. 
Here, we put forward a modified algorithm of semantic 
distance with principal advantage of both above. 

The definition of ontological semantic distance is as 
follows: 

Definition1. Semantic distance (SD): SD is a 
comprehensive measurement of the shortest length of 
relation chain in inheritance relationship of two different 
classes and common attribute relations of classes in the 
same ontology. 

There are four points for attention in above definition: 
1) SD only exists in different classes within the same 

cluster, and SD of different class cluster is infinity. 
2) Make the best of characteristics of ontology. 

Relationship between ontological classes includes 
inheritance relation and binary relation. This dissertation is 
with a view to the method of calculating SD by comparing 
inheritance relation and common property. 

3) Only the shortest length of relation chain can serve as 
the measure standard of SD. Because there may be several 
relation chains between classes, and the longest may be 
infinity. 

4) The symmetry feature: calculation of SD should 
accord with the following equality:  SD(A, B)=SD(B, A). 
The symmetry is beneficial to the comparison and 
conversion of similarity level of different concepts. 

A. GCSM algorithm 
GCSM distance is defined as a dot product between two 

ontology concept nods of vectors, as the similarity of the 
two vectors is computed [6]. One characteristic of GCSM 
distance is that inheritance relation is calculated, whereas 
the other binary relation is not. 

First of all, we introduce a concept named “Lowest 
Common Ancestor” (LCA). 
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Definition2. LCA refers to the ultimate one of the 
common ancestor of the two ontological concept nodes. 
Depth(node) is used to represent the depth of node, the 
depth of root vertex is 0, and by expanding one level, the 
depth of node adds 1. For example, depth(Organism)=0, 
depth(Animal)=1, depth(Fish)=2. Apparently, the LCA of 
“Plainwaterfish” and “Saltywaterfish” is “Fish”, though 
“Animal” is also their “Common Ancestor”, the depth of 
node of “Fish” is deeper. Similarly, the LCA of “Mammal” 
and “Fish” is “Animal” and the LCA of “Plant” and 
“Animal” is “Organism”. 

Definition3. GCSM distance, the calculation formula for 
GCSM distance is as follows: 

2))uri1,uridepth(LCA(2
2)depth(uri1)depth(uriistanceD GCSM

×
+=

 
Hence, the depth of concept node is deeper, while the 

GCSM distance is the shortest. Though the numerator is the 
sum of depth(uri1)and depth(uri2), the depth of their LCAs 
can counteract the enlargment effect of their own depths and 
the denominator is two-fold weighted for unitary 
quantification. 

The limitation of GCSM distance is that it emphatically 
considers the global aspect of ontology conceptual network, 
but ignores the relationship of local feature of concept 
(property). Although, GCSM distance can embody the 
similarity level of the global structure of two concepts 
effectively, different values of common properties of classes 
which have the same ancestor in the same inheritance chain 
can also affect the similarity level of the classes to a large 
extent.  

B. Lattice theory 
Lattice theory is a method to derive concept relations 

from attributed relationships. Lattice consists of partial 
ordering relation of a concept set, where the partial ordering 
relation is deduced from the order relation of property. For 
example, the properties of a color laser A4 printer are 
“color, laser, A4”, that of a color inkjet A3 printer are 
“color, inkjet, A3”. If color printer can replace monochrome 
printer and A3 printer can replace A4 printer, then we can 
draw a conclusion that “color> monochrome” and 
“A3>A4”. Very few properties of them are different, so they 
are very much similar. 

The limitation of lattice theory includes: (1) it 
emphasizes local but not global. For example, if there are 
concepts of “tiger” and “dog” in an ontology base, the 
properties of tiger and dog both consist of “four legs” and 
“zoophagous”, then the erroneous deduction that “dog” can 
replace “tiger” will be drawn. (2) It is a qualitative metric 
form. It can only deal with the concepts which are similar in 
order relation.  

C. Improved algorithm 
The new distance algorithm combines the advantage of 

GCSM and Lattice theory, which is thus enabled to 
comprehensively and accurately reflect the similarity 

between concepts from both a global and local view. The 
algorithm is as follows: 

Firstly, compute GCSM as above. 
Secondly, calculate Δ A as follows:   
The property of LCA is expressed as LCA_PropertySet 

(p1, p2, .., pn), just because uri1 and uri2 inherit LCA, thus 
also inherit LCA_PropertySet (p1, p2, .., pn). uri1 is 
(p’1,p’2,.., p’n) and uri2 is (p”1, p”2, .., p”n). p’i may be pi 
or a sub-property of pi. So  
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Then LCA(Rang(p’i), Range(p”i))=Range(pi) 
Different properties are assigned with different weights, 

assuming the weight of (p1, p2, .., pn) is (w1, w2,…, wn). 
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Refer to Tab.1for the detailed calculation flow. 
There are four different relationships of property values 

in this paper: 
1) Perfect matching, for example, user request=“color”, 

matching object=“color”, then, PropertyRelation((R’(i), 
R”(i))=1. 

2) Exceeding matching, for example, user 
request=“monochrome”, matching object=“color”, then, 
PropertyRelation((R’(i), R”(i))=1. 

3) Unsatisfactory matching, for example, user 
request=“color”, matching object=“monochrome”, then, 
PropertyRelation((R’(i), R”(i)) is in the range of 0-1, which 
is defined by the user. 

4) Mismatching or no comparability, for example, user 
request=“laser”, matching object=“inkjet”, then, 
PropertyRelation((R’(i), R”(i))=0. 

TABLE I.  ALGORITHM OF  GCSM-A 
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V. EXAMPLE 
We have constructed a decision support CBR prototype 

system of marketing strategy, based on this algorithm, 
which contains more than 600 cases. 

We compared two retrieval schemes in application. One 
scheme is based on ontological retrieval framework; 
semantic inference and extension of ontology model is 
created in compliance with domain semantic rules. The other 
is the conventional method without any reasoning processes, 
where retrieval is executed by characteristic words matching. 
The precondition of the experiment is that all resources can 
be exactly correlated to the relevant concepts. 

As the result shown in Tab.2, with the support of 
semantic, we can not only carry out data matching retrieval, 
but also perform semantic associated data access. CBR can 
quickly and accurately retrieve cases and improve efficiency 
of reasoning by semantic query. 

TABLE II.  RETRIEVAL RESULT 

 

VI. SUMMARY 
The ontological idea in CBR system theory and method 

research makes it possible to measure the comparability 
between cases based on the similarity of ontology in the case 
retrieval system. Pick out the most interrelated couple of 
properties as the structural comparability of cases and then 
compute ontological comparability of the property values. 

The structural and ontological comparability form the 
complex comparability of cases.  The certificate mechanism 
of ontology uses the method of case retrieval by means of 
knowledge matching. 
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