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Abstract 

In a personalized recommendation system, users can conveniently access information that they 
really need along with the exponential growth of different kinds of Web data. Currently, most 
sophisticated off-the-shelf personalized recommendation techniques are based on the idea of 
collaborative filtering which can help users to find their favorites and interests. However, many 
important research issues still exist and need to be solved in collaborative filtering for effective 
personalized recommendation, especially including sparse data and "cold start". To address these 
research issues, this paper first proposes a novel transfer learning model, called UADWR (United 
Auxiliary Domain based Weighted Rating model) for collaborative filtering, where an united auxiliary 
domain is defined and acquired by cross-domain clustering, and then the transfer algorithm is applied 
to generate a weighted rating model so that it can be used for personalized recommendation. Extensive 
evaluation on large-scale online BT dataset shows that the effectiveness of the proposed method and its 
applicability for personalized recommendation.  

 
Keywords: Personalized Recommendation, Data Sparse, Weighted Rating Model, United Auxiliary 

Domain, Transfer Learning 
 
1. Introduction 

 
Personalized recommender systems have become extremely common in recent years because they 

can help users find their favorite information by producing a list of recommended items for each given 
user. There are some representative examples: Book Matcher recommendation from Amazon, We 
Predict recommendation from Movie Finder [1]. A variety of recommendation techniques has been 
developed in recent years, such as rule-based recommendation, content-based recommendation, 
collaborative filtering recommendation, hybrid recommendation, and network-based recommendation 
[2]. Collaborative filtering (CF) is based on collecting and analyzing a large amount of information on 
users’ behaviors, activities or preferences and predicting what users will like based on their similarity 
to other users. CF has been known to be the most successful recommendation technique, which 
includes Model-based collaborative filtering algorithm and Memory-based collaborative filtering 
algorithm (including user-base and item-based)[3]. User-based collaborative filtering algorithm always 
includes three steps: rate dataset representation, neighborhood formation and recommendation 
generation [4]. In the item-based collaborative filtering algorithm, we can forecast items rate using 
rates from the similar items [5]. CF has been used in a number of different applications such as 
recommending web pages, movies, products, and so on[6-9]. However, despite their success, their 
widespread use has exposed two major limitations. The first is related to data sparse. The number of 
ratings already obtained is very small compared to the number of ratings that need to be predicted 
because typical collaborative filtering requires explicit non-binary user ratings for similar products. As 
a result, collaborative filtering based recommendations cannot accurately compute the neighborhood 
and identify the products to recommend. The second is related to the cold start. In a recommendation 
system, the new items and new users are constantly increasing. When the new one joins in, there is 
little information about them. So the system cannot generate the recommendation effectively by 
collecting the similar rate from the new items or users. 

Recent studies have suggested transfer learning an effective way to overcome these. Li et al [10] 
who used Co-Clustering algorithm to train a feature transfer dictionary- codebook, and solved the data 
sparse problem in recommendation system. Furthermore, Li et al [11] proposed a rating-matrix 
generative model (RMGM) for effective cross-domain collaborative filtering and achieved better 
results than the previous method. Pan et al [12] proposed a model based matrix factorization- CTC, and 

Effective Personalized Recommendation using United Auxiliary Domain 
based Weighted Rating Model in Large-Scale BT Download Datasets 
Yue Liu, Binkai Shi, Guobing Zou, Zhe Xu

Journal of Convergence Information Technology(JCIT) 
Volume8, Number8, April 2013 
doi:10.4156/jcit.vol8.issue8.10

80



solved the sparse data by clustering users and items simultaneously. Including, the RMGM provides a 
new effective way for solving data sparse problem, but there are still limitations in the traditional 
transfer learning, such as target data transfer loss and the ambiguous weights in shared cluster-model. 

In this paper, a novel weighted rating model named UADWR (United Auxiliary Domain based 
Weighted Rating model) is proposed to overcome the difficulty of data sparse and limitations in 
traditional transfer learning. Firstly, there is some marked information in the target domain which will 
do good to improve the efficiency of transfer and accuracy of personalized recommendation. A new 
weighted rating model combining the similarity of the auxiliary domain and the target domain, data 
sparse, size and other factors is proposed, in which weights impact factor is introduced and different 
weights are used for different auxiliary domains. And then, the adverse effects of the target domain 
from low similarity of the auxiliary domain are effectively weakened, and the effective function of the 
target domain from high similarity of the auxiliary domain is enhanced [13]. 

However, target domain and auxiliary domain are used independently in the traditional transfer 
learning. In our proposed method, a new conception called united auxiliary domain is defined, which is 
composed of the auxiliary domain and the marked data from target domain.  

The new united auxiliary domain can improve the similarity of the data, reduce the sparse data of 
target domain effectively and elevate the efficiency of transfer learning. Secondly, when choosing 
more auxiliary domains in the traditional transfer learning, people do not consider the effect of 
different auxiliary domains for the target domain. However, different auxiliary domains have different 
distributions and different data similarity, which will produce different influence to the target domain. 
Furthermore, it can influence the accuracy of transfer learning.  

Therefore, a new weighted rating model combining the similarity of the auxiliary domain and the 
target domain, data sparse, size and other factors is proposed, in which weights impact factor is 
introduced and different weights are used for different auxiliary domains. And then, the adverse effects 
of the target domain from low similarity of the auxiliary domain are effectively weakened, and the 
effective function of the target domain from high similarity of the auxiliary domain is enhanced. 
Finally, the experiments based on the real data of LehuBT show that UADWR provides better 
recommendations than the traditional collaborative filtering methods. 

The remainder of the paper is organized as follows. In Section 2, the new definition of united 
auxiliary domain is presented. In Section 3, our proposed novel weighted rating model based united 
auxiliary domain is studied in detail. Section 4 depicts the experiments on large-scale online BT 
website by comparing with other traditional methods. Finally, conclusions are drawn.  

 
2. United auxiliary domain 
 

 
Figure 1. The Principle of United Auxiliary Domain 

In transfer learning methods, the data of our target domain is always sparse, and not enough to train 
a reliable model. So we need choose an auxiliary domain that is a dense data set and highly similar 
with target domain to help train a reliable model. It is unfortunately that the target domain and 
auxiliary domain were mostly used independently, which make part of marked information of target 
domain was lost when cross-domain transfer occurred. In order to use the marked information of target 
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domain effectively, this paper proposes a joint model called united auxiliary domain as shown in 
Figure 1 to integrate of auxiliary and target domains. 

Here, S is a dense x * y rating matrix, S={ݏଵଵ, ,ଵଶݏ  ௜௝ݏ ,௫௬ } is the auxiliary domainݏ ,…… ,ଵଷݏ
,ଵݍ}= ,ଶݍ  ௜௝ is the rating given by user i on item j, x is the user number of theݏ	 ௟ }, whichݍ ,…… ,ଷݍ
auxiliary domain, y is item number, ݍ௜ is an attribute of ݏ௜௝. 

T is a sparse m*n rating matrix, T={ ,ଵଵݐ ,ଵଶݐ ଵଷݐ ௠௡ݐ ,…… , } is the target domain, ݐ௜௝ 
,ଵݍ}= ,ଶݍ  ௜௝ is the rating given by user i on item j, m is the user number of theݐ ௭ }, whichݍ ,…… ,ଷݍ
target domain, y is item number, ݍ௜ is an attribute of ݐ௜௝.  

And then, the definition of the united auxiliary domain is given as Definition 2.1.  
 
Definition 2.1 (United auxiliary domain). A united auxiliary domain ௌܷ  is a k*l rating matrix, 
including k users and l items. And the data is from all data of auxiliary domain S and part of marked 
data of target domain T, and then complement the missing user and item information of the auxiliary 
domain S and the target domain T in the expansion process.  

ௌܷ = S ∪ T’ ∪	ܵ̅                                 (1) 
We can learn the value of the united auxiliary domain by using the learning process shown in the 

Algorithm 1.First, we analyze the sparse target domain data, extract dense part of rating data to be a 
new auxiliary matrix T’, and then integrate the auxiliary domain S and T’ to form a new united 
auxiliary domain ௌܷ, which lost part of united auxiliary filled with rate mean ܵ̅. So the data quality of 
our united auxiliary domain is much higher and further reduced the sparse of data. The new composed 
auxiliary domain is more similar with the target domain data, but useful to facilitate our following 
prediction algorithm in transfer learning. 

 
Algorithm 1. United auxiliary domain 
Input: target domain T, auxiliary domain S;  
Output: United auxiliary domain ௌܷ. 
Step 1: Initialize the united auxiliary domain ௌܷ.  
Step 2: Get a new auxiliary matrix T’ (m’*n’) by extracting the target domain T. 
Step 3: Calculate the average rate ̅ݎ of the auxiliary S. 
Step 4: For i← 1, …, m’; j← 1, …n’  do 

    Update ܵ̅	 using ̅ݎ. 
End For 

Step 5: For i← 1, …, x+m’; j← 1, …, y+n’ do  
Update ௌܷ	 using Eq (1).  

End For 
 

3. Transfer Learning for Weighted Rating Model 
 
3.1 Problem Formulation 
 

When using cluster rating model [13], all collaborative filtering tasks share a co-cluster rating model 
to generate rates. However, our data of collaborative filtering tasks is always similar with huge 
differences. If all tasks share the same rating model, it will reduce the results of forecast rating. So, in 
order to get better forecast results, we must change the shared cluster-rating model by the concrete data. 
UADWR is considered as an extension on the task of choosing cluster rating model RMGM [11], 
which not only shares a rating matrix on multiple tasks, but also strengthens the study of primary task 
by weight.  

Suppose that there are two collaborative filtering tasks. One is used as the primary task, marked 
as	்ܴ, and its data is used as target domain T. Another is the one for the auxiliary task, marked as ܴௌ, 
accordingly its data is used as auxiliary domain S. On the basis of these two tasks, dense data as 
auxiliary part T’ is extracted from the target domain, and then a united auxiliary domain Uௌ is built 
with the auxiliary domain S. As a result, the united auxiliary domain Uௌ is generated as the new 
auxiliary task domain by replacing the auxiliary domain S.  

Here, the weight W is defined as Formula 2. 
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W ൌ simሺܴௌ, ்ܴሻ ൅ sim	ሺ ௌܷ, ܶሻ	                          (2) 
Where simሺܴௌ, ்ܴሻ formulated as Formula 2 represents the similarity of the auxiliary task ܴௌ and 

the primary task்ܴ. 

simሺܴௌ, ்ܴሻ 	ൌ
|ேೄିே೅|∗|ெೄିெ೅|∗௥ೄതതതത

ே೅∗ெ೅∗௥೅തതതത
                          (3) 

Where ௌܰ and ்ܰ are the number of items in the auxiliary domain S and the target domain T 
respectively, ܯௌ and ்ܯ are the number of users in the auxiliary domain S and the target domain T 
respectively, ݎௌഥ  represents the mean rate of the auxiliary domain S, ்ݎഥ  represents the mean rate of the 
target domain T. 

Similarly, sim	ሺUௌ, Tሻ	represents the domain similarity of the united auxiliary domain  Uௌ and the 
target domain T, defined as: 

simሺ ௌܷ, ܶሻ ൌ
௎ೄ	∩்

்
                               (4) 

In this way, ௌܷ 	∩ ܶ	represents the intersection of the auxiliary domain ௌܷ and target domain T. 
 

3.2 Transfer Learning for Weighted Rating Model 
 

In the cluster rating model[13], the data of each rating matrix can be recognized as a triple 
(u௜

௡, v௜
௡, ௜ݎ

௡ ), which represents the rate ݎ௜  given by user ݑ௜  on item ݒ௜  in the rating matrix n. 
Expectation Maximization (EM) algorithm [14]is used to find the maximum likelihood parameters of a 
statistical model in cases where the equations cannot be solved directly. Here, it is employed to train 
the weighted rating model by the cluster rating model.  

The learning process of the united auxiliary domain based weighted rating model is shown in the 
Algorithm 2. 

 
Algorithm 2. United auxiliary domain based weighted rating model (UADWR) 
Input: target domain T, united auxiliary domain ௌܷ, weight W;  
Output: Complete target domain prediction matrix ෨ܶ ;  
Step 1: Randomly initialize core function B, set clustering parameters K, L.  
Step 2: For m← 1, …, M; n← 1, …N  do 

    Update ௨ܲ
், ,ܤ ௩ܲ. 

End For 
Step 3: For r← 1, …R; m← 1, …, M; n← 1, …N  do  

Calculate P	ሺܿ௨௞ሻ, P	ሺܿ௩௟ ሻ	and Pሺݎ|ܿ௨௞, ܿ௩௟ ሻ using Eqs (6~10).  
End For 

Step 4: For p← 1, …, P 
Calculate Pሺܿ௨௞, ܿ௩௟ 	|u௜

௡, v௜
௡, ௜ݎ

௡ሻ using Eq (5). 
End for 

Step 5: Calculate missing rate ோ݂ሺݑ, vሻ using Eq (11). 
 
In UADWR, the joint posterior probability of co-cluster (ܿ௨௞, ܿ௩௟ ) in a given rating triples (u௜

௡, v௜
௡, ௜ݎ

௡) 
is defined as  Pሺܿ௨௞, ܿ௩௟ 	|u௜

௡, v௜
௡, ௜ݎ

௡ሻ in the E-step[14].  

ܲሺܿ௨௞, ܿ௩௟ 	|u௜
௡, v௜

௡, ௜ݎ
௡ሻ ൌ

୔	ሺ௖ೠ
ೖሻ	୔	ሺ௖ೡ

೗ ሻ	௉൫௨೔
೙ห௖ೠ

ೖ൯௉൫௩೔
೙ห௖ೡ

೗൯୔൫௥೔
೙ห௖ೠ

ೖ,௖ೡ
೗൯

∑ ୔	ሺ௖ೠ
ೖሻ	୔	ሺ௖ೡ

೗ ሻ	௉൫௨೔
೙ห௖ೠ

ೖ൯௉൫௩೔
೙ห௖ೡ

೗൯୔൫௥೔
೙ห௖ೠ

ೖ,௖ೡ
೗൯ೖ,ౢ
																															ሺ5) 

At the same time, in the M-step of EM algorithm in our process, ܯௌ and ்ܯ are the effective rate 
number of the rating matrix S and T respectively. And then our rate r in the co-cluster (ܿ௨௞, ܿ௩௟ ) is 
acquired by adding the weight W as Formula 6-9. 

ܲሺܿ௨௞ሻ ൌ
∑ ∑ 		൬୛∗୔ቀ௖ೠ

ೖ,௖ೡ
೗ 	ቚ୳೔

ೄ,୴೔
ೄ,௥೔

ೄቁା		୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
೅,୴೔

೅,௥೔
೅൯൰೔೗

ௐ∗ெೄାெ೅
                    (6) 

ܲ	ሺܿ௩௟ ሻ 	ൌ
∑ ∑ 		൬୛∗୔ቀ௖ೠ

ೖ,௖ೡ
೗ 	ቚ୳೔

ೄ,୴೔
ೄ,௥೔

ೄቁା		୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
೅,୴೔

೅,௥೔
೅൯൰೔ೖ

ௐ∗ெೄାெ೅
                  (7) 

ܲሺݑ௜
௡|ܿ௨௞ሻ ൌ

∑ ∑ 		౟ ୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
೙,୴೔

೙,௥೔
೙൯೗

୔൫௖ೠ
ೖ൯	ሺௐ∗ெೄାெ೅ሻ	

                              (8) 

ܲሺݒ௜
௡|ܿ௩௟ ሻ ൌ

∑ ∑ 		౟ ୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
೙,୴೔

೙,௥೔
೙൯ೖ

୔൫௖ೡ
೗൯	ሺௐ∗ெೄାெ೅ሻ	

                              (9) 
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ܲሺݎ|ܿ௨௞, ܿ௩௟ ሻ ൌ
∑ 	൬୛∗୔ቀ௖ೠ

ೖ,௖ೡ
೗ 	ቚ୳೔

ೄ,୴೔
ೄ,௥೔

ೄቁା		୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
೅,୴೔

೅,௥೔
೅൯൰೔:	ೝ೔

೙స౨

∑ ቀ୛∗୔൫௖ೠ
ೖ,௖ೡ

೗ 	ห୳೔
ೄ,୴೔

ೄ,௥೔
ೄ൯ା		୔൫௖ೠ

ೖ,௖ೡ
೗ 	ห୳೔

೅,୴೔
೅,௥೔

೅൯ቁ೔
                 (10) 

Through calculating in the E-step and M-step, we can get a weighted rating model by applying the 
multiple related tasks. So the rating triples (u௜

௡, v௜
௡, ௜ݎ

௡) of arbitrary tasks can be recognized as the 
sampling from UADWR. After training UADWR, the missing rates of the given rating matrix are 
generated by learning five set of model parameters. 

ோ݂ሺݑ, vሻ ൌ ∑ ௥ݎ ∑ Pሺݎ|ܿ௨௞, ܿ௩௟ ሻܲሺܿ௨௞|ݑሻܲሺܿ௩௟ ሻ௞,୪ݒ|                     (11) 
Finally, we get missing data of target rating matrix based on formula 11.  

 
4. Experimental Evaluation on LEHUBT 
 
4.1. Experimental Data 

 
Nowadays, there are some Ipv6 based download websites in colleges, such as neu6 (http: 

//bt.neu6.edu.cn/), byrBT (http://bt.byr.cn/), CGBT (http://cgbt.cn/), and so on. Our experimental 
dataset originates from the history download records of LehuBT (http: //bt.shu6.edu.cn), which is an 
official forum at Shanghai University with huge number of visiting data by the faculty and students. 
The movie download records and the music download records of LehuBT between February, 2012 and 
April, 2012 are chosen as the experimental dataset.  

The movie data includes 723659 records downloaded by 10979 users on 5392 torrents, where each 
user downloads 15 torrents at least and each torrent is downloaded by 15 users at least, and data sparse 
is about 98.78%. The music data includes 146777 records downloaded by 4129 users on 1676 torrents, 
where each user downloads 10 torrents at least and each torrent is downloaded by 10 users at least, and 
data sparse is approximately 97.88%. To be convenient for calculating and enhancing the effectiveness 
of the experiments, the representative download records given by 100 users (movie100, music100) and 
200 users (movie200, music200) are chosen to verify the effectiveness of our algorithm UADWR. 

 
4.2. Experimental Steps and Results 
 
4.2.1. Experimental Results of Data Sparse 
 

Both the movie data and the music data have high data sparse which significantly affects the 
recommendation accuracy. Before the recommendation, our proposed united auxiliary domain is 
applied to pre-process the data. The results are shown in Figure 2, where movie-UAD represents the 
sparse of processing movie data by the united auxiliary domain and music-UAD represents the sparse 
of processing music data by the united auxiliary domain. 

 

 
Figure 2.The comparison of the data sparse 

 
From the Figure 2, it can be seen that the sparse of the 100, 200, 1000, 5000 movies and music are 

all more than 90%, the sparse of the 5000 music is even almost 99.99%, while the  sparse of the 
movie-UAD and music-UAD are both dropped to almost 50%. The sparse is reduced greatly through 
using the united auxiliary domain. 
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4.2.2 The Experimental Results of the Rate Prediction 
 
Experiments are performed on the above processed data to the cross domain collaborative filtering 

tasks. The RMGM transfer learning [11] and traditional collaborative filtering (CF) algorithm [5] are 
taken as the compared methods. The evaluation metrics we adopt are mean absolute error (MAE), 
coverage rate and recall rate [1].  

The mean absolute error (MAE) is represented as Formula 12.  

MAE ൌ ଵ

௡
∑ ห ௜݂௝ െ ௜௝หݎ
௡
௝ୀଵ                             (12) 

Where, n denotes the number of test ratings, ௜݂௝ represents the predicted rating, ݎ௜௝ is true rating. A 
smaller value of MAE means a better performance.  

For user i, the Recall is defined as the Formula 13. 

Recall ൌ ே౨౩
ேೞ

                                  (13) 

Where Nrs is the number of torrents in the recommendation list and downloaded by users. Ns is the 
number of torrents downloaded by user. 

The coverage rate is formulated as Formula 14.  

Coverage ൌ ே౨
ே

                                (14) 

  where, N represents the number of all the items, ୰ܰ  represents the number of the torrents 
downloaded by the user. 
 

Table 1. The comparison of MAE 
 Music 100 Music 200 Movie 100 Movie 200 
CF 0.8249 0.8030 0.8208 0.7631 

RMGM 0.8018 0.8162 0.7985 0.7750 

UADWR 0.7892 0.8127 0.7820 0.7703 

 
The experimental results of MAE on the four music and movie datasets are listed in the Table 1. The 

MAEs of UADWR on the four datasets are all less than those of the other two compared method. For 
example, on Music 100, the MAE of UADWR is 0.7892 which is 0.0126 and 0.0357 smaller than that 
of RMGM and CF.  

It is shown that the effects of transfer learning we proposed are better than the traditional CF 
algorithm when the data is with high sparse such as Music 100 and Movie 100. We also find that 
UADWR does not work better than CF when the data is dense (such as Music 200, Movie 200). 
However, UADWR still performs better than RMGM.  

The comparisons on coverage rate and recall rate are shown in Table 2 and Table 3 respectively. 
UADWR gets best coverage rates with 1.26%, 0.53%, 1.650%, and 0.47% improvement on the four 
dataset over RMGM which explains the effectiveness of our proposed method. We also observed that 
UADWR brings 0.87, 0.69, 1.13, and 0.32 percent improvement of the recall rates over RMGM. It can 
be concluded that the coverage rate and the recall rate of UADWR are both better than the shared 
cluster model-RMGM after adding weight to our model. 

 
Table 2. The comparison of coverage rate 

 Music 100 Music 200 Movie 100 Movie 200 
RMGM 19.82% 18.38% 20.15% 22.50% 

UADWR 21.08% 18.91% 21.80% 22.97% 

 
Table 3. The comparison of recall rate 

 Music 100 Music 200 Movie 100 Movie 200 
RMGM 16.54% 15.21% 16.77% 18.37% 

UADWR 17.41% 15.90% 17.90% 18.69% 

 
5. Conclusions 
 

In order to solve the problem of data sparse in the traditional collaborative filtering algorithm for 
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personalized recommendations, this paper proposed a novel transfer learning model called UADWR. 
First, UADWR method employs the united auxiliary domain to decrease data sparse, and solves the 
target data transfer loss in the traditional transfer learning. And then, in the cross domain transfer 
learning, a weighted rating model is applied which gives different weights for the different tasks. It 
does not like that the traditional transfer learning method which uses the same clustering model and the 
ambiguous weights for all tasks.  

Finally, by extensive experiments that are conducted on large-scale LehuBT download datasets, the 
effectiveness of the proposed transfer algorithm for personalized services is verified. From the 
experimental results, it can be concluded that UADWR can generate different weights according to 
different kinds of tasks, so that the weight of the target domain performs better than the auxiliary 
domains. Meanwhile, the weight of the auxiliary domain high similar to target domain is also higher 
than other auxiliary domains.  

For our further work, the effectiveness of the algorithm need to be improved and social relationships 
among the users can be used to the model which can improve the accuracy of the personalized 
recommendation. 
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