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Abstract
Friend recommendation (FR) in social networks has been widely studied in recent years, which mainly focuses on social 
relationships and user interests. Friend of Friend method is one representative. However, the disadvantage is that most of 
existing solutions ignored other valuable information, such as user profile, location, influence and indirect trust. In fact, being 
friends among users is either determined by one or two dominant factors that originate from varying information sources, 
or the results of multiple main factors gaming. Motivated by the observations above, we propose a scalable FR framework 
in social networks, where multiple sources have been integrated based on improved D-S evidence theory. More specifically, 
we first analyzed 7 valuable information sources and categorized them into three classes, including Personal Features, Net-
work Structure Features and Social Features. Furthermore, we also propose a fusion recommendation framework based on 
D-S evidence theory which embodies the minimal conflicts among evidences. In the proposed method, we first optimize the 
framework by importance degree and reliability of evidence based on original D-S evidence theory. Then, we designed a 
novel BPA evidence function by quantifying the evidence, where each evidence measures the relevance of forming friends 
among users. Finally, we describe the fusion FR algorithm plugged into our recommendation framework. The experiments 
on real-world dataset show that our proposed approach outperforms the other state-of-the-art algorithms on five evaluation 
metrics. The experimental results demonstrate the effectiveness of fusing multi-source information for FR in social networks.

Keywords Recommender system · Social networks · Friend recommendation · Information fusion · D-S evidence theory

1 Introduction

In the last few years, social networks [1] have achieved great 
attentions in multiple aspects and emerged many social 
media platforms, such as Twitter,1 Facebook,2 Google+,3 
LinkedIn,4 Sina Weibo5 and Tencent Weibo.6 To a large 
extent, they have changed and influenced the way of commu-
nications among users. These achievements attracted many 
researchers to study the corresponding interesting social 
problems and technical issues [1], such as advertising mar-
keting [2], system risk supervision [3], information diffusion 

[4], community application [5], item recommendation and 
friend recommendation [6]. People in social networks have 
obtained sufficient knowledge experiences and operating 
privileges like searching information, making friends, post-
ing topics and sharing information. However, a large amount 
of information and new users appear in different social net-
works every day, so that people could get lost easily when 
acquiring interesting information and like-minded friends. 
Hence, recommendation technique [6, 7] plays an important 
role in addressing the issues in order to facilitate the user 
experiences in social networks.
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Recommendation techniques have been successfully 
applied on the Internet like in Amazon [8] and E-learn-
ing [9], which utilize the correlative information and user 
behaviors or/and item content to produce recommendations 
in traditional recommender systems without using social 
information [7, 8, 10]. In social networks, recommendation 
techniques take full advantage of social information, such as 
friendships, user interactions, influence and trust relation-
ship, so as to promote recommender system to improve its 
recommendation effectiveness [11–13]. Social recommenda-
tion consists of item recommendation (e.g., recommending 
news information, topics, pictures and videos) and friend 
recommendation finding similar users with high interest 
similarity or like-minded users.

In social networks, predicting the missing links or poten-
tial links could be valuable in the future, which corresponds 
to recommending friends to active users, could be an inter-
esting research issue. FR is to mine potential link relations 
in the future or discover the missing link relations among 
users [14], which not only can increase the connections 
among users, but also improve the user’s loyalty. Although 
it is similar to link prediction in the complex network, there 
has its own specific features [15] and it could be influenced 
by many kinds of information. In a social network, there 
are large number of nodes with many social features, as 
well as massive interactions and relations among users. 
More specifically, a social network could be viewed as a 
heterogeneous network no less than a traditional complex 
network, where followship/friendship and interactions (like 
review and retweet) could imply the underlying information 
of relevance. The role of each relationship varies along with 
user’s preferences. Users in a social network sharing com-
mon or similar features and interests have high similarities 
or relevance in several aspects. Thus, they can be converted 
into linkage relevance from one user to another one, which 
leads to the friendship between the two users. As the say-
ing goes, “birds of a feather flock together”. As a result, for 
any user in social networks, he or she is more likely to be a 
friend of those who have larger relevance, “a feather”, with 
him or her.

In FR, most of the current researches employed single 
or few information sources, like friendship [16], user pro-
file [17] and trust [11, 13, 18, 19]. Nevertheless, in social 
networks, being friends could be affected by many fac-
tors, including user personal features, network structure, 
social relations and interactions among users. With the 
consideration of applying user personal features for FR, 
they are seldom used by itself, commonly combined with 
other information like friendships [17, 20, 21]. Regarding 
the network structure, the degree-based influence analysis 
among network nodes is more frequently estimated for FR. 
However, the existing methods like analogous Pagerank 
algorithms are relatively time consuming [22], and some 

influence computation did not embody true influences of 
the user. With regard to social relations and interactions, 
trust that extracted from them are widely leveraged to rec-
ommend friends [18, 23]. Notwithstanding, there are still 
challenging issues in the traditional methods, such as binary 
measurements with 1 trust and 0 distrust, few transmission 
layers, without considering interactions and so on. In addi-
tion, researchers also found that the binary measurement was 
not reasonable. To avoid these problems, they have built a 
nonbinary trust degree based on two kinds of ontologies and 
fuzzy linguistic modeling [24]. However, the nonbinary trust 
degree is still unsuitable for our work. The reason is that our 
trust measurement utilizes not only the friendship but also 
the interactions among users. Currently, some research work 
combined social relationships with other information includ-
ing comment similarity, tag similarity and “like” similarity 
to model user relationship strength for FR in Instagram [25]. 
Unfortunately, they missed crucial information like location 
and their proposal, which did not embody mutual effects 
among different relations. More importantly, most of these 
FR approaches are lack of comprehensive strategy for fusing 
multiple key factors.

To solve these challenging research issues, depending on 
the multi-source information derived from the three aspects, 
in this paper we propose a scalable fusion framework for 
FR. First, we widely investigated and analyzed crucial infor-
mation sources that may influence the selection of user’s 
friends. Second, we propose a novel unified framework for 
FR with a fusion algorithm based on D-S theory, taking 
into account all the desired information sources with cor-
responding Basic Probability Assignment (BPA) functions. 
The resulting relevance among users after fusing these fac-
tors is viewed as the basis of recommending friends by top-k 
idea. Experimental results on the real-world dataset of Ten-
cent Weibo demonstrate that our proposed recommenda-
tion framework can significantly improve the effectiveness 
compared to the traditional FR methods in terms of Pre-
cision, Recall, NDCG, MRR and MAP evaluation metrics. 
We validate from the experiments that information fusion of 
multiple sources is of vital importance and indispensable for 
FR in social networks. The contributions of this paper can 
be summarized as below.

• Proposing a scalable fusion FR framework based on D-S 
evidence theory which reflects the minimal conflicts 
among evidences. The recommendation framework can 
be scalable regardless of the number of evidences.

• To better improve the recommendation performance, we 
optimize the original D-S evidence theory by combining 
importance degree and reliability of evidence.

• Modifying the measurement methods by quantifying the 
relevance among users with several indices, including 
influence, direct trust and indirect trust.
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• Conducting extensive experiments on real-world data-
set of Tencent Weibo social network to demonstrate the 
effectiveness of fusing multi-source information for FR. 
Our method recommends both acquaintances and like-
minded friends.

The remainder of the paper is organized as follows. We 
review the related work in Sect. 2 and formalize the FR 
problem in Sect. 3. The scalable unified framework and the 
algorithm for FR are presented by original and revised D-S 
evidence fusion theory based on multi-source information in 
Sect. 4. The experimental results are analyzed and illustrated 
in Sect. 5. Finally, we conclude the paper and discuss the 
future work in Sect. 6.

2  Related work

In recent years, social recommendations have attracted 
many researchers in social networks. As a significant part, 
FR mainly focuses on distinct information sources such 
as user interests and friendships, to find out some new or 
potential friends for a user. In this part of our paper, we will 
review the related work in three aspects in accordance with 
the needs of our work, i.e., user features, network structure 
and trust that reflects user’s social friendships and behaviors.

2.1  Friend recommendation based on user features

User as the key object in social networks has many features, 
i.e., demographic features included in user profile. User’s 
features are very significant, which could be leveraged to 
help recommend friends to a target user. User’s features are 
generally combined with other information like user’s inter-
ests and common neighbors. In the early days, Pazzani et al. 
[20] utilized user’s demographic information to identify the 
types of users by the age, gender, education and so on. Said 
et al. [21] had made a comparison in recommendation results 
when using different demographic features including age, 
location and gender. These features are used to select high 
quality neighbors in collaborative filtering recommendation. 
The corresponding experimental results showed the positive 
impacts on recommendation.

Tang et al. [18] have addressed user interests, interactions 
and user features like a nickname, gender and location. The 
authors have computed the linear combination similarities 
between users and leveraged them to recommend friends for 
target users in micro-blog scenario. By utilizing both user 
feature similarity and interaction intensity, Agarwal et al. 
[17] have put forward a collaborative filtering framework for 
FR in social networks. The authors took gender, hometown, 
religion, educational status etc. into account and learned the 
weights of features by Genetic Algorithm. The experiment 

conducted on a synthetic dataset showed the effectiveness 
of results in the case of considering both user’s features 
and interactions. Zhang et al. [26] introduced a FR system 
using the user’s total features which is based on the Law of 
Total Probability, in which the probabilities of features are 
obtained by the statistical results according to the informa-
tion of user’s friends and friends’ friends. Compared to other 
methods including Common-Neighbors, Adamic/Adar and 
Jaccard coefficient, the authors found that the method based 
on user’s features performs is better on total, especially when 
the number of user’s friends is less than 100.

In terms of the existing researches, though the users with 
similar features are not indispensable to be friends, the fea-
tures of a user can be mostly positive role of recommending 
friends. Due to the relative difficulties to capture the full 
information of features, in this paper, we not only leverage 
the user’s features, but also consider the reliability of fea-
ture information as a coordination factor when fusing it with 
other information sources.

2.2  Friend recommendation based on network 
structure

The FR problem can be viewed as link prediction in social 
networks in essence. Link prediction [27] attempts to esti-
mate the likehood of existence of the link between two nodes 
by network structure, which have no link in current (or link 
maybe appear in the future). Link prediction has been widely 
addressed in complex network [27–30]. For many networks, 
such as biological networks like protein–protein interaction 
networks, food webs, science cooperation networks and 
social networks, detecting links is extremely significant 
since blindly checking each possible relation or interaction 
is not realistic. In pure complex network research, link pre-
diction mainly makes full use of the information of network 
structure features such as degree and path. The mainstream 
algorithms are classified into three categories [27], namely 
similarity-based algorithms, maximum likelihood methods 
and relational modes which are based on probability. These 
algorithms provide some references for FR which can help 
users to find new friends and enhance their loyalties to the 
web sites related to social network. In FR system, the meth-
ods also called graph-based approaches by using network 
structure mainly comprise degree-based methods and path-
based methods.

The relatively early and widely used degree-based method 
is FoF [31] which manifests two users share a lot of com-
mon friends who will be more likely to become friends in 
the future. The famous application of the FR system is on 
Facebook, which suggests a list of “people you may know” 
[26]. The Jaccard coefficient with Adamic and Adar (AA) 
methods [16] are two improved variants based on FoF, in 
which the number of common friends of users are utilized 
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to estimate their similarities. Liben-Nowel et al. [32] are the 
first who discussed these related degree-based FR methods 
in a given social network. On the other hand, the informa-
tion and algorithms related to degree are also combined with 
other information for recommending friends like user inter-
ests [18, 33] and content spreading [34].

The main aim of path-based method is to find the short-
est path from a target user to a potential with the maximum 
probability for linkage, which is called analogous to Pager-
ank algorithm [35] which was proposed by Brin and Page. 
Random Walk algorithm is the most used with local or 
global structural features of social networks, which is based 
on Markov Chain Model and could calculate the steady-
probability matrix of linkages [30, 36, 37]. Random walk 
algorithm manifests relatively promising performance [30, 
37], especially local random walk method [30]. Generally, 
random walk algorithm is time consuming, and local ones 
like LRW and SRW [30] overcome it to some extent by 
sacrificing a very little accuracy sometimes. However there 
are two problems need to be verified in LRW and SRW, 
which are the number of walking steps and the times of 
superposing.

The information related to the network structure is greatly 
significant for recommending friends. But relying on this 
information alone is insufficient. In other words, this infor-
mation needs to be combined with other information.

2.3  Friend recommendation based on trust in social 
network

In our daily life, people often resort to their friends for 
some suggestions of doing something like purchasing and 
travelling, which shows their trusts on their friends. So 
does in social networks. Currently, trust-based FR mainly 
leverages the information of friendships [19] and interac-
tions [23, 38] which are significant social features. In most 
cases, trust information is utilized to alleviate the sparsity 
of user-item matrix and enhance neighborhood set in cal-
culation [39, 40], while few researches directly utilized it 
to recommend friends. Due to no explicit trust informa-
tion, the authors in [41] have calculated the trust value by 
rating difference between two users and described the trust 
propagation, which were combined with user feature infor-
mation to generate FR for a target user in their work. Ma 
et al. [42] defined an un-weighted trust network according 
to the relationships between the users and the trust value of 
each direct friend of a user is equally assigned in terms of 
his/her neighbor number. The authors have combined the 
trust information, which was used to divide the communi-
ties, with the user’s interested topics to recommend friends 
with high quality. Agarwal and Bharadwaj [43] argued 
trust was a subjective expectation a partner had about 
another’s future behavior which is based on the history 

of their encounters, and reputation was a user’s character 
or standing, which both affected the friend selection and 
should be considered together to recommend friends. The 
issues have been verified in their experimental results.

The trust information is useful to improve the perfor-
mance of recommendation in terms of existing researches. 
However, most of these researches are considered the trust 
as binary value 1 for trust and 0 for distrust. While in real-
ity it is a fuzzy value between 0 and 1, not absolute trust 
or distrust, just like the gradual trust proposed by Vic-
tor [44]. The existing methods are using trust information 
depend mainly on the friendships and their propagations. 
In this work, we have verified that if the trust information 
is enhanced by more other information like user’s interests, 
interactions and influence, the better performance could 
be obtained.

2.4  Problem analysis and motivation based 
on related work

Recently, some researchers have achieved some notable suc-
cesses in FR by distinct information sources. However, they 
have focused on either single information source or simple 
linear combination with few ones [18]. In fact, being friends 
is complicated and influenced by many factors such as pro-
files, interests, interactions, locations, social influence and 
network structure. For instance, if user B is with high simi-
larity to user A based on their profiles, and they have differ-
ent interests, then B will be not suitable to be recommended 
to A. As another example, in the same cases for two users 
B and C, if B is with more influence than C, then B is more 
likely to be recommended to A. Again, in the neighborhood-
based model of FR with 2-hop scheme in social networks 
neglects the multi-level propagation of friendships. In this 
paper, we have carefully selected the multiple information 
sources which generally, play roles all together.

As we know, the formation of friendships are reflecting 
the relevance among users is either determined by one or two 
dominant factors represented varying information sources 
or the result of multiple main factors gaming. Similar to 
the intuitive rules that was proposed in [15], all the kinds of 
factors contribute to the total user relevance. For instance, 
two users sharing more features of profiles or interests have 
greater relevance. While, two users with more interactions 
are closer and relevant. Hence, the relevance of a target 
user on other users with no links between them is one of 
the most crucial metrics for predicting potential linkage of 
them. Which the more relevant is the more probable. In this 
paper, We have made great efforts to obtain total relevance 
on target user for recommending friends by fusing multiple 
information sources which is based on the scalable D-S evi-
dence theory.
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3  Problem formalization

According to the aforementioned analysis, social network 
is a heterogeneous network, in which there are several 
types of nodes and multiple relations among nodes. Given 
a social network, we denote it by G = (V ,E) , V  is the set 
of all kinds of nodes, E is the set of all edges generated by 
all relations. V  comprises several types of nodes including 
user  node and related feature nodes,  namely 
V = {V

(i)

j
|1 ≤ i ≤ KV , 1 ≤ j ≤ ki} , and there are multiple 

r e l a t i o n s  i n  E  w h i ch  i s  r e p r e s e n t e d  by 
E = {E

(i)

j
|1 ≤ i ≤ KE, 1 ≤ j ≤ ki} , where i denotes type of 

nodes or edges, j denotes the ordinal of the nodes of V (i) 
or links/edges of E(i) . G is a directed social graph in which 
some relations are directed like retweet, review and others 
are undirected relations. The undirected relations are con-
verted into bidirectional relations composed of two 
directed edges, like similarities based on interests. There-
fore in our work, the resulting total relevance of a user on 
another one is also directed, namely asymmetric. Assume 
that the first type of node is user node, the rest ones are 
item nodes used to extract user interest, feature nodes like 
profile nodes and location nodes. Here we view location 
information as one single class of nodes other than a fea-
ture of user profile, since the location is more important 
for FR compared to other features in user profile, espe-
cially in LBSN [45].

Hence, the relevance-based FR task can be expressed as: 
Given a user node v in V (1) , find out a ranked list of some 
user nodes which could be connected to v and ranked with 
the relevance on v by descending order. Certainly, the exist-
ing linked nodes of v are removed in recommendation list.

The following Table 1 presents the factors, i.e., the infor-
mation sources which affect the relevance between two 
users. They are categorized into three classes: personal 
features for calculating similarity, network structure fea-
tures for computing structure relevance and social features 

for measuring trust, all of which form the total relevance 
together in FR.

Now given user nodes v , v′ and v′′ , according to the fol-
lowing analysis, node v is more likely to be a friend with 
node v′ rather than node v′′.

1. Profile Node v′ shares more same personal information 
and therefore has high similarity with node v than node 
v′′ , v is more likely to be friend of v′ due to its greater 
relevance on v′ , which is generated by profile similarity. 
Profile features reflect the homophily [46] which repre-
sents the trend of one user links to another similar user.

2. Location According to [45], generally, users always give 
more trust to the people around them than those far away 
from them. For instance, it could be more likely for the 
persons in same campus or city to be friends. That is 
to say closer geographic location provides higher prob-
ability to be friends.

3. Interest Two users with more similar interests can be 
more likely to be friends, since they always have the 
shared topics that could be discussed. More relevance 
could be generated for them based on the similar inter-
ests.

4. Position Refer to the position of node in social network. 
The potential friend in social networks may be located 
close to each other. For example, node v′ is 2-hop from 
node v , while node v′′ is more than 4-hop away from 
node v , then v is more likely to be friend of v′ than v′′.

5. Social influence If user v′ has a large number of fans and 
exceeds the ones of user v′′ , it can be more attractive 
than v′′ , and v is more likely to connect with v′.

6. Common friendship Embody the overlapping degree of 
friends between two users, the more friends they share, 
the more likely they could be friends. e.g., v and v′ share 
more than 50 common friends, but v and v′′ have only 
two common friends.

7. Interactions Like review, thumb up, retweet etc., also 
embody the trust between two users, the higher fre-
quency and more quantity of interactions of them, then 
the greater trust between them.

Table 1  The factors namely 
information sources influencing 
relevance between two user 
nodes

PF, NF and SF denote personal features, network structure features and social features of nodes respec-
tively

Factors/information sources Category Usage Linked users Potential Users

Profile PF Similarity Direct Direct
Location PF Similarity Direct Direct
Interest PF Similarity Direct Direct
User(node) position NF Relevance Direct Direct
Degree-based influence NF Attraction Direct Direct
Common friends SF Trust Direct Indirect
Interactions SF Trust Direct Indirect
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The trust generated by common friendship and inter-
actions can be transmitted in social network. Certainly, it 
decays a little in each time of transmitting. In this paper, we 
limit the times of transmitting less than 6 in terms of “Six 
Degrees of Separation” theory [47] which is a social theory 
and suggests that everyone is considered to be six or fewer 
steps away from others.

The above analysis is based on the single factor which 
denotes one kind of information source. But it maybe not 
embodies the reality in social. Take social influence for 
example, if v′ has more social influence than v′′ , but shares 
less even no interests with v comparing to v′′ , then an inter-
esting result is that v could be more likely to connect v′′ other 
than v′ . Therefore, it is very necessary to make a compound 
considering for all the factors, i.e., fusing them in terms of 
some rules. In this paper, we intend to fuse all the factors 
by the scalable D-S evidence theory based on the Minimum 
Conflict Principle [48, 49] to measure the total relevance 
between two users for FR.

For a target user in a social network, the user nodes are 
categorized into two classes, namely linked nodes and poten-
tial nodes that could be linked with target user node in the 
future. In Table 1, the social information sources of Com-
mon Friends and Interactions together generate the trust for 
linked users and the trust is transmitted along with some 
paths to other unlinked users (or potential users). For each 
linked node, we can directly measure its total relevance 
on the target node by these multiple information sources, 
while for each potential node, its total relevance on the target 
node can be directly measure by the former five information 
sources and indirectly by the last two information sources 
where the trust among users are generated and be transmit-
ted. The more total relevance a potential node has, the more 
likely it could be linked to the target node in the future. That 
is to say the user with more relevance will be more possible 
to be the target user’s friend.

4  FR framework based on multi‑source 
information fusion

4.1  FR framework

In social network, especially in heterogeneous one, there 
exists abundant information like the factors in Table 1, which 
affects user’s selection of friends. For instance showed in 
Fig. 1 in which other nodes and relations are omitted except 
user nodes and friendships, assume Mary is the common 
friend of Alice, Bob and Carol, but Bob and Carol are not 
friends of Alice. Alice and Bob are close in age, graduated 
from same university and have similar interests, then Alice 
is more likely to be friend with Bob than Carol who is older, 
from different university and has no or few common interests 

with Alice. Therefore, it is indispensable to take multiple 
information sources together into account to measure the 
total relevance among users in FR. Also, analyzing the fac-
tors of Table 1, FR in social networks is influenced by all 
these information sources. Any individual factor among 
them is not enough to be leveraged to generate FR. Obvi-
ously, it is an uncertainty problem and needs to fuse all of 
the information sources to build the solution. D-S theory is 
a classic and famous inference framework about uncertainty 
information fusion problem. Hence, we propose a scalable 
FR framework based on the D-S evidence theory showed in 
Fig. 2 in this paper. When needed, it can be easily extended 
according to the number of information sources. D-S evi-
dence theory proposed by Professor Dempster is a kind of 
extension of Bayesian method [50]. But its demands are less 
serious than Bayesian method. It depends on the calcula-
tion of belief function and combination rules based on the 
strength of conflicts between evidences. D-S theory reduces 
the uncertainty by enhancing the complements between evi-
dences to build a new kind of information for solving the 
target problem, which cannot be archived by single informa-
tion source. Therefore, we utilize D-S theory as our fusion 
proposal to solve the FR problem in social networks. To 
the best of our knowledge, we are the first to apply the D-S 
theory into the recommendation field.

As showed in Table 1, the information sources are clas-
sified into three categories which are personal features for 
computing user similarity, network structure features for 
measuring node relevance (or structure relevance) and 
social features for the measurement of trust that could 
be transmitted along with some paths. Here, we carefully 
select k ( k = 7 ) information sources showed in Table 1 
from the three categories as the evidences supporting 
the total relevance of target user to other potential user. 
Each type of evidence in D-S provides the related belief 
measurement of relevance between two user nodes. All 
the belief measurements contribute together to the total 
relevance by the combination in terms of Minimum Con-
flict Principle in D-S theory [48, 50]. Finally, the total 
relevance is leveraged to generate FR in accordance with 
top-k idea.

Alice
A

M

C

BMary

Carol

Bob

Fig. 1  A simplified social network sample with only user nodes and 
friendships. The dashed lines denote no linkages from A to B and C. 
It demonstrates Bob and Carol who will be more likely selected by 
Alice as her friend
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4.2  Multi‑source information fusion based on D‑S 
evidence theory

4.2.1  D-S theory in FR

D-S evidence theory [50], also called belief function theory, 
was proposed by Dempster and developed by his student 
Shafer [48], which is widely applied in uncertainty rea-
soning and information fusion [49, 51, 52]. D-S evidence 
theory is an axiom system like probabilistic system but with 
more weak conditions and more flexible in the case of dis-
tinguishing uncertainty and evidences collecting. The basic 
and initial D-S theory can be referred to the literatures of 
[48, 50]. In our work, we first use basic D-S theory to define 
our proposal and then discuss its improvements. Applying 
D-S theory for information fusion, commonly three steps 
are needed. First, determine the Frame of Discernment of 
the specific problem and evidence sources. Then design 
the Basic Probability Assignment (BPA) of each evidence. 
Lastly, combine all the BPAs by some rules.

Firstly, in our FR problem, given H1 represents the 
hypotheses proposition that two users are relevant with 
some degree, and H2 denotes the contrary proposition, 
namely irrelevance. H1 and H2 are mutually exclusive and 
exhaustive and form the Frame of Discernment [48, 49] 
Θ = {H1,H2,… ,HN} which is the universe of discourse 

with N (here N = 2) finite elements, let P(Θ) be the 
power set of Θ containing all possible subsets of Θ , and 
|P(Θ)| = 2N − 1 . All the propositions in frame of discern-
ment needs related evidences to support them. Here, we 
analyze the social networks and carefully select seven 
evidences sources showed in Table 2. The details of each 
evidence source have been demonstrated in subsequent 
sections.

Secondly, under the frame of discernment Θ , define the 
function of m [49] as follows:

where m(�) = 0 , 
∑

A⊆Θ m(A) = 1 , m is utilized to express 
the belief and plausibility measures of propositions in Θ , 
the function is called Basic Probability Assignment or mass 
function [48, 50].

Where ∅ represents null set, andA ⊆ Θ , the value m(A) 
of A is assigned to A by the Basic Probability Assignment 
function. m(A) manifests the credibility of supporting A . The 
detailed form of BPA depends on the specific problem and 
has no fixed formula, commonly determined by the fuzzy 
system theory. Two important concepts for understanding 
D-S theory are defined as follows:

Definition 1 (Focal element [48, 50]) For any A ∈ P(Θ) , if 
m(A) > 0 , A is the focal element of m.

m ∶ P(Θ) → [0, 1],

Fig. 2  The framework for FR 
by multi-sources based on D-S 
evidence theory. Different rela-
tions are denoted by varying 
lines like solid and dashed lines. 
Circle denotes user node and 
square represents abstract fea-
ture node which is not detailedly 
categorized in this figure

User SimilarityStructure relevance

Network
structure features

Trust

Personal features Social features

Heterogeneous 
social network

Evidence 1 Evidence i Evidence k…... …...

Fusion based on D-S evidence theory

Ranked by total fusion 
relevance

extract extract extract

Generate top-k 
Recommendation List

Friend set for 
recommending
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Definition 2 (Belief function [48, 50]) Given the frame of 
discernment Θ and corresponding BPA m , then belief func-
tion is denoted as:

where B is any subset of A, Bel(A) represents the total 
belief degree of A on Θ . The belief function belongs 
to Bel:2A → [0, 1] .  For instance, assume A  con-
tains two elements of X1 and X2, the belief function 
Bel(A) = m(X1) + m(X2) + m({X1,X2}) . In our problem, 
Bel(A) = m(A) due to single element in A which is either 
relevance or irrelevance from Θ , and the combination of 
relevance and irrelevance is impossible.

Lastly, the fusion based on D-S theory is conducted by 
the following combination rules, also called orthogonality 
rules:

where A and B denote focal elements respectively, mi(A) of 
evidence i on A and mj(B) of evidence j on B are combined 
to yield a new m(C) which manifests the information fusion 
of two evidences i and j on the frame of discernmentΘ . 
Ki,j denotes the conflict coefficient defined by the following 
formula and ranges in [0, 53]:

Ki,j is a normalization factor and measures the conflict 
degree between mi and mj . Ki,j = 0 and Ki,j=1 correspond 
to the no conflict and complete contradiction, respectively.

4.2.2  Improved D-S theory

Although basic D-S theory provides a good idea of 
information fusion, it has some drawbacks which occa-
sionally results in illogical combination results such as 

Bel(A) =
∑
B⊆A

m(B), ∀A ⊆ Θ,

(1)

m(C) = mi(A)⊕ mj(B) =

�
0 A ∩ B = �∑

A∩B=C,∀A,B⊆Θ mi(A)mj(B)

1−Ki,j

A ∩ B ≠ �,

(2)Ki,j =
∑

X∩Y=�,∀X,Y⊆Θ

mi(X)mj(Y).

weak evidence obtains strong supporting [54]. Therefore, 
in order to avoid the drawbacks, we propose the related 
improved method by considering the reliability and impor-
tance of evidence. The reliability refers to the integrity 
degree of evidence containing information, which depends 
on specific evidence and is demonstrated in following 
Sect. 4.6. The importance of evidence manifests the how 
much the evidence is important in all evidences, which 
is calculated by building a fuzzy similarity matrix ME . 
Assume there are KE evidence sources, namely KE evi-
dences, then a KE × KE fuzzy similarity matrix (M)KE×KE

 
is built as follows:

For clarity, M can be simplified as:

where the diagonal elements of M equal to 1 and Si,j = Sj,i . 
Si,j and Sj,i denote the similarities between evidence i and j , 
which can be calculated by the evidence distance between 
evidences [54]. Evidence i is absolutely similar to itself, i.e., 
Si,i = 1 . Obviously, the elements of ith row totally represent 
the measurement of supporting ith evidence by other evi-
dences. Therefore the supporting degree [54] of evidence 
i is defined as:

The higher similarity one evidence is to others, the bigger 
supporting degree and higher credibility it has, vice versa. 

M =

⎡
⎢⎢⎢⎢⎣

S(E1,E1) S(E1,E2) ⋯ S(E1,EKE
)

S(E2,E1) S(E2,E2) ⋯ S(E2,EKE
)

⋮ ⋮ ⋮

S(EKE
,E1) S(EKE

,E2) ⋯ S(EKE
,EKE

)

⎤
⎥⎥⎥⎥⎦KE×KE .

(3)M =

⎡
⎢⎢⎢⎢⎣

1 S1,2 ⋯ S1,KE

S2,1 1 ⋯ S2,KE

⋮ ⋮ ⋮

SKE,1
SKE,2

⋯ 1

⎤
⎥⎥⎥⎥⎦
,

(4)Sup(Ei) =

K∑
j=1,j≠i

Si,j(Ei,Ej) =

K∑
j=1,j≠i

Si,j.

Table 2  The corresponding 
BPA of each evidence source, 
m

i
(H2) = 1 − m

i
(H1) due to the 

mutex feature in the Frame of 
Discernment Θ

Evidence sources BPA of relevance BPA of irrelevance

Profile m1(H1) m1(H2)

Location m2(H1) m2(H2)

Interests m3(H1) m3(H2)

Node position m4(H1) m4(H2)

Degree-based influence m5(H1) m5(H2)

Common friends and interactions m6(H1) for direct trust, m7(H1) 
for indirect trust

m6(H2) for direct distrust, 
m7(H2) for indirect 
distrust



1011International Journal of Machine Learning and Cybernetics (2019) 10:1003–1024 

1 3

Hence, the importance degree of evidence can be obtained 
by normalizing the supporting degree.

Assume that vR
i
 is reliability of evidence i , the modified 

BPA is denoted as:

where Kc =
∑K

i=1
vR
i
*I(Ei) is coordination factor, Xj is focal 

element. Therefore, the improved BPA is utilized to revise 
original D-S theory.

4.3  BPAs based on information source of user 
features

4.3.1  BPA of user profile

Generally, two users with similar profiles are relatively 
easy to form some relation. For instance, Alice and Bob 
are adjacent in age and study in same university. They 
could generate a certain relationship in social network 
since they can always discover some common things in 
some aspects like life, study and interest. They could be 
more likely to be friends. Certainly, it is not absolutely. 
But we emphasize the likelihood being friends. Therefore, 
profile similarity between users is very critical to measure 
the relevance of them. Many features could be applied to 
measure the similarity between users. Due to deriving the 
full features of users with much difficulty, Agarwal and 
Bharadwaj [17, 43] simulated the similarity calculation 
based on users’ features in a synthetic dataset and obtain 
good effectiveness. But in social networks environment 
for preserving privacy, many features of users are missing. 
However, we still argue that the role of user features is sig-
nificant in measuring the similarity between users. There-
fore, we believe that more wisely chosen set of features of 
user profile would be an indicative of high measurement 
quality of relevance. Here, five prominent components of 
user profile that we carefully considered comprise age, 
gender, study organization (like university, institute or 
high school), speciality and career. Study organization and 
speciality reflect the education feature and career embod-
ies employment feature, which are two mostly powerful 
features for forming links between users according to 
previous work [55]. We separately measure each compo-
nent similarity between two users and then combine them 
since they are not real-valued variables. It is straight that 
the importance of each component varies. We suggest a 
weighted scheme that reflects the importance of them and 

(5)I(Ei) =
Sup(Ei)∑K

j=1
Sup(Ej)

.

(6)mN
i
(Xj) =

1

Kc

vR
i
*I(Ei)*mi(Xj),

the weights could be learned by using real-valued genetic 
algorithm (GA) proposed in [17] in an offline learning 
process. The total profile similarity between target user u 
and potential user v , simP(u, v) , is calculated by combing 
all the similarities of 5 components as follows:

where 
⇀

WP = (�1,�2,�3,�4,�5) denotes weight vector and ∑
�i = 1 , and five similarities of the components in profile 

form the vector of 
⇀

SP = (s(u
A1, vA1), s(uA2, vA2), s(uA3, vA3),

s(u
A4, vA4), s(uA5, vA5)) . The similarity of ith component of 

profile between user u and user v , s(uAi, vAi) , is determined 
as follows:

1. Component A1: age Generally, age is between 0 and 100. 
For a nature person registering in social networks, we 
assume he or she is greater than 10 years old. Otherwise, 
the information is unreliable and neglected. We can uti-
lize the transformation related to integer age distance as 
the similarity.

where d(uA1, vA1) is the age distance equal to the absolute 
value of age difference. The purpose of using logarithm is 
to reduce the velocity of decrease of similarity.

2. Component A2: gender Gender is composed of male and 
female. It is not a good selection for similarity equal to 
1 with same gender, otherwise equal to 0. We argue it 
is reasonable for user in social network to select friends 
based on the gender inclination. That is to say male users 
maybe not always select male friends; sometimes on 
the contrary they are inclined to select female friends. 
Hence, we design a gender vector, 

⇀

G = (g1,g2,g3) , to 
measure the gender similarity, in which the components 
denote gender, male friend ratio and female friend ratio. 
The ratio of male or female friends of user u can be com-
puted by using corresponding friend number to divide 
the total number of user u′s friends. Then we can take 
advantage of cosine similarity to calculate s(uA2, vA2) 
between user u and user v based on the gender vector 

⇀

G.
3. Component A3: study organization In this paper it refers 

to the entity of user accepting the education, which is 
categorized into three classes (1) higher education 
entity like Shanghai University, (2) secondary educa-
tion entity like No.1 high school of Shanghai, (3) and 
training institution. For two users of u and v , if the study 
organizations are same, s(uA3, vA3) equals to 1; if they are 
not same organizations but belong to same category of 

(7)simP(u, v) =
⇀

SP

⇀

W

T

P
,

(8)s(uA1, vA1) =
1

1 + log (1+d(uA1, vA1))
,
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education entity, s(uA3, vA3) equals to 0.5; otherwise they 
equals to 0.

4. Component A4: speciality Two users with same or simi-
lar speciality will have more topics to talk about. Here 
we compute the semantic distance of speciality direc-
tory tree (could be built from BaiduBaike7 WordNet8 or 
WikiPedia9 determined by specific application scenario) 
to measure the speciality similarity. The smaller the dis-
tance, the greater the similarity. Clearly, the similarity 
between two specialties is related to their depths and 
the length of path in the tree. Therefore, we leverage the 
method [56] to calculate the speciality similarity, which 
is effective for measuring the similarity between two 
nodes in a vocabulary tree when � = 0.2 and � = 0.45 , 
as follows:

where l denotes the length of path from one node to another 
one, and h represents the depth of the first common ancestor 
node of two nodes in the speciality directory tree.

5. Component A5: career Similar to speciality, we build a 
career tree by BaiduBaike and adopt the same calcula-
tion method as speciality similarity.

So far, we deliberately have fined each component simi-
larity in terms of corresponding components from profiles of 
two users. Then we can further use the real-valued GA [17] 
to learn the weights of the component similarities in pro-
file similarity simP(u, v) . The profile relevance between two 
users is proportional to their similarity which is normalized. 
Thus for simplicity, the BPA function of profile evidence in 
this paper is as follows:

4.3.2  BPA of location

The abundant information accumulated in social networks 
enables a variety of applications like recommendations of 
users and media. Location is one of the most significant 
components defining a user’s context and affects the user’s 
selection of friends [45]. And users who live close to each 
other are more likely to be friends [57], which is similar to 
the case in real life. Liben-Nowell et al. [58] found that more 
than 2/3 of friendships are generated by users’ locations in 

(9)s(uA4, vA4) =

{
1 uA4 = vA4

e−�l ∗
e�h−e−�h

e�h+e−�h
uA4 ≠ vA4,

(10)m1(H1) = simP(u, v).

an online social network. The proximity of location between 
users facilitate not only being friends online but also taking 
part in activities offline [59]. Scellato et al. [60] demon-
strated the fact of about 40% connections in social networks 
is within 100 km by analyzing the data from Foursquare,10 a 
location-based social network, in which many users shared 
the offline activities. Wu et al. [61] proposed an approach 
recommending friends with similar location preference, 
demonstrated the rationality and verified its effectiveness 
by conducting experiments in a real dataset called Gowalla, 
from which we also can understand the location informa-
tion is significant for FR in social networks. Thus we also 
leverage the user location information in our work. Here, 
for simplicity we consider only the current place of resi-
dence or hometown which are viewed as the same mean-
ing and represented by a unified phrase of User Location 
or Location in our work. As we all know, the hierarchical 
location information [45] spans multiple scales with varying 
granularities. For instance, a district belongs to a city; a city 
belongs to a province or state, and so on. Currently, using the 
hierarchical tree-based method to measure the similarities 
of locations is the mainstream method [45, 62–64], in which 
the similarity is computed by dynamic location sequences 
in location-based social networks. In our paper, user loca-
tion information which does not focus on trace is relatively 
static and not frequently changed. So the similarity measure-
ment based on tree nodes is suitable for location similarity 
computation. The hierarchical location tree is analogue to a 
simplified ontology tree. Hence, we leverage the method of 
Eq. (11) which is analogous and refers to Eq. (9) to measure 
the similarity between users based on the location informa-
tion by the Chinese Location Library, a hierarchical location 
tree, built according to the data from Wiki.11 Clearly, the 
location library can be extended to other one in terms of the 
corresponding country’s geographic information. The user 
similarity based on location is as follows:

where Lu and Lv are user locations of u and v respectively, 
other parameters are same as the ones in Eq. (9).

Compared to a large volume of users in social networks, 
the number of a target user’s friends is very small. Even 
in the same location for two users, it is still difficult to 
determine whether they are friends [45], that is to say only 
considering the location information source is insufficient, 
which needs to be combined with other information source. 
Thus, we argue information fusion is a wise selection for 

(11)simL(u, v) =

{
1 Lu = Lv

e−�l ∗
e�h−e−�h

e�h+e−�h
Lu ≠ Lv,

10 https ://fours quare .com/.
11 https ://en.wikip edia.org/wiki/China #Geogr aphy.

7 http://baike .baidu .com/.
8 http://wordn et.princ eton.edu/.
9 https ://www.wikip edia.org/.

https://foursquare.com/
https://en.wikipedia.org/wiki/China#Geography
http://baike.baidu.com/
http://wordnet.princeton.edu/
https://www.wikipedia.org/
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FR. The BPA function based on the location similarity is 
calculated as follows:

4.3.3  BPA of user interest

In social networks users can not only post or share some 
information but also interact mutually, which reflect users’ 
interests to some extent. According to the experience of 
life and social selection theory, user is more easily to select 
like-minded persons with similar interests as his/her friends. 
Obviously, the greater interest similarity, the more relevance 
between two users. Thus interest similarity which utilizes the 
technique of text analytics [65] is undoubtedly significant for 
FR of a user in social networks. Here we focus on the social 
networks with regard to the information sharing like Twitter, 
Weibo (Chinese micro-blog) and constructing user interest 
ontology which is proposed as a popular definition of an 
explicit specification of a conceptual model by Gruber [66]. 
Many researchers have studied the construction of domain 
knowledge ontology by Open Project Directory or Wikipedia 
or Chinese BaiduBaike, which is also applied in this paper. 
The process of ontology construction [66, 67] is out of the 
scope of this paper and we take advantage of the method 
proposed by Zheng [68] to calculate the user interest degree 
of a subject. We can extract some user interested subjects 
from user’s history information in social networks, which 
are mapped in domain ontology tree. User interest model 
could be represented by these subjects and corresponding 
interest degrees which comprise content interest degree and 
semantic subject coverage degree.

where Cidu(s) and Sidu(s) denote content interest degree of 
user u on subject s and semantic coverage of s , respectively. 
For a specific subject, the more number of related informa-
tion which user has posted or shared, and the greater seman-
tic coverage degree of the subject, then the more the user is 
interested in this subject. Thus, the similarity of two users 
can be measured by the following Eq. (14):

where Su ∩ Sv is the intersection set of subjects both u and v . 
Iu(s) and Īu denote the personal interest degree on subject s 
and average interest degree of user u in user interest model 
respectively, so do Iv(s) and Īv for user v . As we know, the 
greater similarity, the more likely two users are friends. The 
relevance between two users is also proportional to their 

(12)m2(H1) = simL(u, v).

(13)Iu(s) =
2 × Cidu(s) × Sidu(s)

Cids(s) + Sidu(s)
,

(14)

simI(u, v) =

∑
s∈Su∩Sv

(Iu(s) − Īu)(Iv(s) − Īv)�∑
s∈Su∩Sv

(Iu(s) − Īu)
2
�∑

s∈Su∩Sv
(Iv(s) − Īv)

2

,

interest similarity. Thus we can get the BPA function of 
interest similarity as follows:

4.4  BPAs based on information source of network 
structure

4.4.1  BPA of node position

The potential friends are likely to be located close to each 
other in social networks [15]. For example, for target user 
u , user u1 is two steps away from u while user u2 is five steps 
apart, then u1 could be a friend of u with more possibility 
than u2 . For simplicity, we view the reciprocal of length of 
the shortest path from target user as the BPA of node posi-
tion. So:

4.4.2  BPA of user influence

In terms of the definition of Merriam-Webster dictionary, 
influence is “the power or capacity of causing an effect in 
indirect or intangible ways”. In this paper, we argue that the 
influence of a user in social networks refers to the power or 
degree of resulting in some effect on another user like generat-
ing certain action. User influence is measured by several ways 
such as Pagerank value and the number of followers. Accord-
ing to the empirical analysis on Twitter dataset [69], indegree, 
retweet and mention are three key aspects affecting user influ-
ence. Indegree, on one hand, represents the role of a node 
according to the social network structure. On the other hand, 
it denotes the popularity of the corresponding user. But we 
should understand in social networks some users follow a user 
due to etiquette such as a polite feedback for the user’s follow-
ing, or just acquaintances in real life. So we intend to find out 
the true followers based on our opinion of user influence gen-
erated by their behaviors in social network. The behaviors we 
consider comprise retweet, review and mention. What’s more, 
to our best knowledge, user influence is also enhanced by his/
her followers. For instance showed in Fig. 3, assume user C 

(15)m3(H1) = simI(u, v).

(16)m4(H1) = LP(u, v)
−1.

A
U

C

B

E

D F

G

H

Fig. 3  A local sample of social graph of user u . It omits other rela-
tions except follow relation
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has great influence and follows user U , it is straightforward that 
U ’s influence is enhanced by user C, at least not bad. That is, 
the contribution called indirect influence of a user to its parent 
user is also important for user influence measurement. Kempe 
[22] put forward that the child nodes with the depth less than 
or equal to two are viewed as the most valuable ones for parent 
node’s influence. Thus in this paper, we also refer to this idea 
in our work when calculating user influence. Considering all 
the above factors, we proposed a modified method to measure 
the user influence by Eq. (17):

where Nui
 represent the follower number of user ui , f (uj, ui) 

denotes an equivalent function of computing the effective-
ness of user uj as a true follower, which is calculated by 
Eq. (18) in terms of the quantified behaviors on its parent 
node’s shared information.

f (uj, ui) is equal to the ratio of the behavior number of user 
uj on the shared information of user ui over the total number 
of user ui shared information.

�j is influence coefficient implying the weight or contribu-
tion degree of the child node uj to the target node ui , which 
is determined by Eq. (19). As for node uj , the more influence 
of itself, the more influence contribution for its friend node 
ui , and it would be assigned greater coefficient value.

The user influence is composed of two parts, namely the 
degree of true direct followers and their contributions. Our 
measurement of influence embodies not only the role of user 
node’s indegree but also the role of interactions between users. 
The purpose of using logarithm is to prevent the low compu-
tation precision in fusion due to the large difference between 
high influence and low influence.

For the target user, a potential with great influence is more 
attractive and more likely to be his/her friend. That is to say the 
selection probability is large. Thus the BPA of user influence 
is positive proportional to user influence and can be calculated 
as:

where KInf  is a normalized coefficient which transforms the 
value of influence into the interval of 0 and 1.

(17)

Influence(ui) = log

⎛
⎜⎜⎝

Nui�
j=1

⎛
⎜⎜⎝
f (ui, uj) + �j ∗

Nuj�
k=1

f (uj, uk)

⎞
⎟⎟⎠

⎞
⎟⎟⎠
,

(18)f (ui, uj) =
Behaviors(ui, uj)

1 + SharedNum(ui)
.

(19)�j =
f (ui, uj)

∑Nui

k=1
f (uk, uj)

.

(20)m5(H1) = KInf ∗ Influence(ui),

4.5  BPAs based on information source of social 
features

In this section, we focus on analyzing and modeling the trust 
for FR in social networks. We first define the concept of trust 
based on the behaviors, which is computational and easy to 
be measured.

Definition 3 (Trust) According to the idea of Golbeck [19, 
70] about trust,in social networks, trust of user A on user 
B is a certain dependence on B based on a belief or inher-
ent personal opinion that A’s future actions(like discussing 
some topics, favoring a certain activity or even spreading 
information) A will obtain good positive outcome due to 
being influenced by B.

The outcome maybe benefit from sharing similar fea-
tures, interests, experience and so forth between A and B. 
For example, A trusts B means that A believes or favors B 
and adopts some actions on something. Moreover, the results 
of the actions did not generate negative effect on A, but if 
B posts a mendacious or negative information that makes A 
uncomfortable, A will decrease the trust on B, and even little 
by little, A distrusts B.

Similar to reality, in social networks, A trusts B and B 
trusts C, then A could trust C to some extent. That is to say 
trust can be transmitted. So trust can be categorized into 
two parts: one is direct trust and the other is indirect trust 
[19]. Moreover, A trust B did not mean B must trust A. That 
means trust is directional and asymmetric. Hence, trust has 
three properties of transitivity, asymmetry and personaliza-
tion [19].

Definition 4 (Direct Trust) If user A follows user B, then 
trust measurement of A on B is called direct trust.

Definition 5 (Indirect Trust) If user A dose not follows user 
B, and A can reach to B in less than or equal to 6 steps, then 
trust measurement of A on B in terms of trust transitivity 
property is called indirect trust.

Definition 6 (Trust Transitivity Hop, kl − Hop ) Let 
GT = (U,ET ) be the directed network derived from social 
network G , which is formed by the trust relations among 
users, U be the set of user nodes, ET be the set of directed 
edges of trust. If there are kl vertexes on the path from user ui 
to user uj , we define it is kl − Hop of trust transitivity from ui 
to uj and 1 ≤ kl ≤ 6 which is determined by the “Six Degrees 
of Separation” theory [47].

kl less than 6 is statistical and average value that one user 
reaches to any other user in social networks according to the 
“Six Degrees of Separation” theory. In real social network, 
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there are also many users to which must be reached by more 
than six vertexes. We neglect these vertexes since trust transi-
tivity through them decays much more and can be ignored for 
FR. A simple example of trust transitivity is showed in Fig. 4.

Also, we know that in social networks from one user to 
another user like in Fig. 4, maybe, there exists more than one 
path linking them. We should compute the final trust value of 
user A on user T by aggregating these trust value on different 
paths by certain mechanism [71]. Here, we propose a new 
concept “Best Trust Transmission Hop” defined as following 
Definition 7 to determine the final trust value.

Definition 7 (Best Trust Transmission Hop,kB − Hop ) Let 
Tl = f (ui,uj,pathl) be the trust measure of user ui on user uj by 
kl − Hop trust transmission on path l , the best trust transmis-
sion kB − Hop satisfies that Tl is the maximum value [72].

4.5.1  Direct trust

In social networks, the user directional relations of following 
or being followed form the fans and idols, respectively, which 
reflect the trust among users. Idols are often called user’s 
friends and trusted by fans. If a user follows another one, the 
previous work like [13, 16] argues that he or she totally trusts 
his or her idols. But different from them, we argue that this 
kind of trust is with some degree other than being uncondi-
tional. Again, sometimes one user follows another one who 
also follows him or her out of etiquette [73]. From the super-
ficial form, they are friends each other, but in fact only user’s 
active following generates the real friend linkage. To refine the 
trust measurement, we consider not only the friendships but 
also the interactions among them like retweet, review, which 
are consistent with and implied in Definitions 3 and 4. Hence, 
we measure the direct trust of user u on v by the following 
Eq. (21):

(21)TD(u, v) = min

�
1

2
+

N(u, v)

1 +
∑

v�∈FS(u) N(u, v
�)
,1

�
,

where N(u, v) is the number of behaviors of user u on user v , 
FS(u) is the friend set of user u , which expresses the feature 
of “Common Friends”. Amongst all the friends of user u , 
the greater the value of TD(u, v) , the more direct trust. The 
direct trust TD(u, v) is a decimal value in the interval of 0 and 
1, while in the previous work it is equal to 1.

Empirically, user u linked to user v means that there is 
basic trust, so we set 1

2
 as basis in the measurement of direct 

trust. The rest part of Eq. (21) manifests the role of user’s 
behaviors which could enhance the trust. And its maximum 
value is not greater than 1.

4.5.2  Indirect trust

In reality, friends of friend are likely to be friends that pro-
posed by Adamic [16], since direct trust on friends could be 
transmitted to the next ones. But it will decay in the process 
of transmitting along with the propagation path. That is to 
say trust does not transmit without any loss through distance. 
Due to this, Li [13] etc. proposed a concentric circle model 
to measure the indirect social trust for transmitting, which 
manifests good effectiveness. The number of the concentric 
circle’s hierarchy from the center node to the outermost layer 
nodes is less than six. They viewed integer 1 as the original 
direct trust value, while our direct trust is a trust degree, a 
decimal value. Moreover, they aim at finding out the shortest 
path to the target user (node) in which the indirect trust value 
is achieved by the transmission value 1

n+1
 , while we make 

efforts to obtain the Best Trust Transmission Hop, kB − Hop , 
corresponding to the best path to target user on which the 
indirect trust of the target user is maximum [72] amongst all 
the paths from the target user to an end user. The length of 
paths is a critical factor in trust transmission since longer 
paths generally contain less liable information [74]. Hence, 
according to the “Six Degree Separation” theory [47], the 
number of trust transmission hop is less than or equal to 6. 
If any users are out of 6 hops, we set the trust of A on it is a 
fixed threshold or a value close to zero.

Assume it is reachable from user u to user v , but v is not 
u ’s friend, there exists KP

u,v
 paths from u to v . In each path, u 

is root with level equal to 0, and all its direct friends’ levels 
are equal to 1 and so on. Then the indirect trust of u on v can 
be calculated as:

where j denotes the jth path from u to v , SN(j) represents the 
set of nodes(users) on the jth path, vi is ith node, TD(vi, vi+1) 
represents the direct trust of vi on his or her friend vi+1 . The 

(22)

T I(u, v) = max
j=1,…,KP

u,v

SN(j)−1∏
i=0

TD(vi, vi+1), s.t. ∀vi, vi+1 ∈ SN(j),

1 ≤ j ≤ KP
u,v
, v0 = u, v|SN(j)|=v,

A

B C

T

D

0.9

0.56

Fig. 4  An example of trust transitivity from node A to node T. There 
are two paths from A to T. The path of A → B → C → T is 3-hop 
and another path is 2-hop. The trust of A on T can be calculated with 
a certain transitive method according to trust transitivity in the two 
paths. The resulting trust of A on T is the greater value of them
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resulting corresponding path is called the maximum indi-
rect trust path, namely the Best Transmission Hop. And the 
maximum value is selected as the resulting indirect trust [72] 
of u on v in terms with the idea of Random Walk.

4.5.3  BPAs related to trust

In our work trust is categorized into two classes, namely 
direct trust and indirect trust corresponding to user trust on 
friend and on potential user along with a certain reachable 
path, respectively. Despite of which one, they manifest the 
trust degree or connection probability of a user on another 
one. They are positively proportional to user relevance. 
Therefore, we can deem the BPA functions of direct trust 
and indirect trust can be calculated as Eqs. (23) and (24), 
respectively.

4.6  Reliability of BPA function

The total relevance of one user on another one is gener-
ated by aforementioned BPA functions derived from cor-
responding information sources. BPA represents the link-
age probability of one user connecting to another one. In an 
ideal case, if the information derived from its corresponding 
source is integrated and sufficient, its BPA is reliable. But 
in realistic cases, it is not always getting the ideal informa-
tion we need. Therefore, we add a degree of reliability as 
a coefficient for tuning the value of BPA. The seven BPAs 
from three classes PF, NF and SF form a reliability vector, 
VR = (vR1,v

R
2, v

R
3, v

R
4, v

R
5, v

R
6, v

R
7) , in which the default 

value of each component is equal to 1 except the components 
of user profile and location, whose reliabilities depend on the 

(23)m6(H1) = TD(u, v),

(24)m7(H1) = T I(u, v).

specific cases. In our work, the user profile is composed of 
five components. If lacking one component, the degree of its 
reliability will be decreased by 20%. As for location, if it is 
missing, its BPA value is assigned 0 otherwise 1.

4.7  Friend recommendation

In this section, we present the fusion method flow and algo-
rithm of FR based on the improved D-S evidence theory, 
which are showed in Fig. 5 and Table 3, respectively.

The flow comprises four parts which are preparing data, 
building BPAs of evidences, fusing BPAs by improved D-S 
theory and generating recommendation list. The first part 
mainly includes data preparation and preprocessing, like 
collecting dataset and eliminating dirty data. The BPAs of 
all evidences are built and calculated in the second part. 
In the third part we focus on the improved D-S theory by 
the importance and reliability of evidence and fuse all the 
BPAs. Then the total relevance is obtained to generate the 
top-k recommendation list. BPAs are built by either similar-
ity or relevance between evidences. We mainly proposed and 
improved some BPAs’ calculation methods, which are user 
influence, direct trust and indirect trust. Some of BPAs refer 
to the current literatures including user interest similarity, 
location similarity. Others are experience formulas like age 
distance, gender similarity, and node position measurement. 
Due to the drawbacks of original D-S theory discussed in 
Sect. 4.2, we proposed the improved method by importance 
and reliability of evidence.

The FR algorithm is the core of our proposal, in which 
the general steps of the algorithm of are showed in Table 3. 
Firstly, the BPAs are calculated in line with the correspond-
ing information sources. Secondly, the total fusion relevance 
of each potential user on target user is computed by the 

Fig. 5  Fusion method flow of 
FR based on the improved D-S 
theory



1017International Journal of Machine Learning and Cybernetics (2019) 10:1003–1024 

1 3

improved D-S evidence theory. Lastly, the FR list is obtained 
based on top-k principle.

5  Experimental analysis

5.1  Dataset

We choose the dataset derived from Tencent microblogging 
platform12 which is an online Chinese social networking ser-
vice analogous to Twitter and launched by Tencent Co. Ltd. 
Now time, the number of daily active users has exceeded 
100 million. Furthermore, Tencent microblogging platform 
offers a free and open API for developers to gather the global 
user data. Given the significant advantages above, Tencent 
microblog is chosen as the experimental platform for the 
performance evaluation of FR.

To get the dataset and well conduct the experiments, we 
developed an experiment system, which is implemented by 
Java 1.8 and Eclipse Neon Release (4.6.0). All the data are 
stored in MySql database. The OS is Windows 7 (64 bits), 
RAM 4.00 GB, and Intel(R) Core (TM) i5-5200U CPU 
2.20 GHz. We did not conduct the experiments in distributed 
environment, since we just validate our approach. But it can 
be paralleled if applied in real application.

In the process of collecting the dataset we did not select 
some users stochastically, since it cannot express accurately 
the social features of the users. Therefore, we begin from 
a specified user who is assigned as the initial node of the 
directed network, and all followers of this user are then 
added to the network. After that, all the followers of these 
new members are recruited in the same way, and we repeat 
this process until the number of nodes satisfies the quantity 
demand. We collected the information needed, including 
user features, shared information, social relationships, inter-
action records and spatio-temporal information. Besides, 
the individuals who have followers or friends up to more 
than 1000 are excluded, since they are referred to as stars or 
friend abusers. Finally, we got a small network with 12,761 
users. We collected the two batches of data with the same 
12,761 users which are acquired in June and August 2015 
for prediction and verification, respectively. The statistics 
information of the dataset is summarized in Tables 4 and 5.

Table 3  FR algorithm of fusing 
multi-source information in 
social networks

Algorithm: FR algorithm based on improved D-S evidence fusion theory

Input: u (target user), 1U ( potential user set), 2U (friend set of user u), SR (social network), k 

(top-k value)

Output: uL (the top-k FR list for the target user u)

Step 1: for each potential user 1 2v U ,v U ,v u∈ ∉ ≠ calculate BPA of each evidence source 1(H )im

and 2(H )im in line with each information source user v and user u , where i is from 1 to 7. 

Step 2: calculate the fuzzy similarity degree between evidences i , jS based on the evidence distance.

Step 3: build the evidence fuzzy similarity matrix 7 7( )M × by i , jS .

Step 4: calculate the supporting degree ( )iSup E by M and Eq. (4).

Step 5: calculate the importance degree ( )iI E of each evidence by Eq. (5).

Step 6: determine the evidence reliability vector R R R R R R R R
1 2 3 4 5 6 7( , , )V v v ,v ,v ,v ,v v= based on the 

information integrity and sufficiency of each evidence source.

Step 7: calculate the total fusion relevance u ,vR of user v on user u.

Step 7-1: revise each BPA of each evidence 1(H )im and 2(H )im by evidence importance 

( )iI E and reliability R
iv .

Step 7-2: fuse all of the BPAs in terms of the combination rules by Eq. (1) to get the total 

relevance u ,vR of user v on user u.

Step 8: Go to Step 1 until completing the fusion calculation of all the potential users in 1U .

Step 9: return the top-k recommendation list uL based on the total fusion relevance of each potential 

user on target user u.

Table 4  Statistics of social relationships

Statistics Batch 1 Batch 2

Fans per 
user

Idols per 
user

Fans per 
user

Idols per user

Max. num. 193 149 193 179
Min. num. 1 1 1 1
Avg. num. 7.911 6.582 8.056 6.75712 http://t.qq.com/.

http://t.qq.com/


1018 International Journal of Machine Learning and Cybernetics (2019) 10:1003–1024

1 3

5.2  Evaluation metrics

We use two classic metrics in information retrieval field, 
namely average precision (AP), average recall (AR) and 
three popular metrics about the quality measurement of 
recommendation list, namely the average normalized dis-
counted cumulative gain (A-NDCG), mean reciprocal rank 
(MRR) and mean average precision (MAP) to measure our 
approach’s performance.

The metrics of precision and recall are often leveraged 
to evaluate the recommendation performance [75]. We rec-
ommend friends for n users in each top-k recommendation. 
The higher value of AP and AR means better performance.

The metrics of NDCG, MRR and MAP are leveraged 
to evaluate the quality of recommendation list [76, 77]. In 
NDCG the position of each recommendation item (here is 
friend) is discounted by logarithm function. The higher the 
NDCG, the better performance the recommendation list. 
MRR and MAP are also two precision metrics related to 
the items’ positions in recommendation list [77]. We always 
hope the most related items are recommended to target user 
and the recommendation list has the highest relevance on 
target user in total with the most possibilities. In our top-k 
FR, the NDCG, MRR and MAP are defined as follows.

where Z is a normalized factor [78], xi is the flag of item 
ranked at position i , which, in our binary FR, is equal to 1 
when the item is accepted by target user and equal to 0 when 
the item is rejected by target user. In every experiment, we 
calculate the value of NDCG of each target user in each 

(25)AP =
1

n

n∑
i=1

Ni
1

Ni
1
+ Ni

2

,

(26)AR =
1

n

n∑
i=1

Ni
1

Ni
1
+ Ni

3

.

(27)NDCG@k =
1

Z

k∑
i=1

2xi − 1

log(i + 1)
,

top-k recommendation. Finally, we compute the average 
value of all the target users is calculated as the final result 
of A-NDCG for each top-k recommendation.

where qi denotes the ith item in recommendation list, rel(qi) 
and P(qi) represent binary relevance function and item ordi-
nal function in the list composed with all the relevant items, 
respectively. If qi is relevant to target item, rel(qi) is equal 
to 1, otherwise 0.

5.3  Effectiveness of information source fusion

In the experiment of this section, we aim at verifying the 
effectiveness of our proposed pure D-S Fusion (PDSF) 
method fusing two information sources, namely friendships 
and user interest, by comparison with FoF method that also 
utilized friendships. Since it is little scale and preliminary 
experiment, we randomly generated a small preliminary 
dataset. Firstly, we randomly selected 200 users which were 
viewed as the fans or idol in social network and obtained 
the related data of social relationships from batch 1 dataset. 
Finally, we got 1615 user nodes and 2601 social edges. The 
statistics information of the preliminary dataset is summa-
rized in Table 6.

The preliminary dataset is divided into training data and 
testing data with 80 and 20% ratio respectively. The experi-
ments were carried out by tenfold cross validation. The 
results of performance testing are shown in Fig. 6.

We can observe that the PDSF method outperforms the 
traditional FoF on AP and AR on the whole. The trends 
of AP and AR of the two methods are similar respectively. 

(28)MRR@k =
1

k

k∑
i=1

1

i
∗ rel(qi),

(29)MAP@k =
1

k

k∑
i=1

P(qi)

i
∗ rel(qi),

Table 5  Statistics of dataset

Statistics Batch 1 Batch 2

User num. 12,761 12,761
Social edge num. 83,809 86,018
Message num. 569,671 577,925
Average degree 6.57 13.492
Net diameter 17 20
Average path length 5.983 5.963

Table 6  Statistics of 
preliminary dataset

Item Statistics

User num. 1615
Social edge num. 2601
Max. num. of fans 84
Min. num. of fans 1
Max. num. of idol 106
Min. num. of idol 1
Message num. 76,236
Average degree 3.221
Net diameter 12
Average path length 4.067
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When the size of top-k is small, AP is relatively better than 
those with the bigger size of top-k. AP and AR of PDSF 
method is higher than those of FoF method regardless of 
the size of top-k. That means the PDSF method is more 
effective. Therefore, using the multiple information sources 
would indeed do better than using single information source 
in traditional methods. But AP and AR are both low about 
from 0.1 to 0.27, since there are a lot of users with 1 or 2 
friends in the preliminary dataset.

5.4  Comparisons

In order to better evaluate the performance of our proposed 
fusion method, we here compare it with other methods 
including MPopular, FoF and LCIT. Amongst them, MPop-
ular method is baseline recommendation approach which 
is built by our life experience based on user’s popularity. 
FoF [31] is a mostly applied method and has relatively bet-
ter effectiveness based on social graph. These two methods 
leveraged one or two information sources to generate FR. 
Our proposed fusion FR is, in some sense, a hybrid recom-
mendation method. Therefore, we chose LCIT a hybrid FR 
approach as one of comparison method based on the idea 
extracted from Ref [31]. Also, in comparisons we applied 
our proposed methods into two forms, namely PDSF by 
initial D-S theory and IDSF by improved D-S theory. The 
details of each comparison approach are as following:

• MPopular This method sorts all the users in dataset based 
on its fans number viewed as the popularity. The popular-
ity of users determines the order of the recommendation 
list. This method is viewed as the benchmark method, 
since most people often pay attention to celebrities or 
famous users and items in social networks.

• FoF It is a widely used FR method in many social net-
works such as Facebook web site, and has good perfor-
mance. This method generates the recommendation list 
based on the fact that a friend of friend may be friend to 
target user. This algorithm focuses on two aspects. One 
is friend of friend and the other is the number of common 
friends.

• LCIT This method is a linear combinational recommen-
dation with interest and social trust relationship weighted 
by 0.5 respectively. We argue that the two aspects in 
social networks are very reasonable and significant for 
recommending friends, since user is always inclined to 
make friends with similar interests and trust the friend’s 
recommendation. Also, the methods leveraging content 
similarity are, sometimes, strong at discovering new 
friends with similar interests [31] in social networks. 
Hence, the combination of them is worthy for compari-
son.

• PDSF, IDSF They denote pure D-S fusion method and 
improved D-S fusion method, respectively. There may 
be some drawbacks in PDSF approach in line with our 
argument, which is discussed in Sect. 4.2. The approach 
of IDSF is improved by importance degree and reliability 
of evidence for overcoming the shortages of pure D-S 
evidence theory.

So far, we have proved the effectiveness of fusing multi-
ple sources according to the results showed in Fig. 6, since 
the fusion method makes good use of the useful informa-
tion derived from the corresponding source. But the AP and 
AR are relatively low in preliminary experiment. The main 
reasons we found are two aspects. One is that much of users 
with the friend number from 1 to 2 dominate the prelimi-
nary dataset. The other is that the user friend sets of many 
users change little. To make better comparisons and prove 
the advantages of our fusion approaches, we carefully screen 
out a comparison dataset, in which the friend number of 
most users from the Batch 1 data to Batch 2 data changes 
more or less. Then we could recommend the friends to target 

Fig. 6  The performance of AP and AR on preliminary dataset (PDSF 
and FoF represent Initial fusion method with D-S evidence theory 
and Friend of Friend method, respectively)

Table 7  Statistics of 
comparison dataset

Item Statistics

User num. 604
Social edge num. 9481
Max. num. of fans 105
Min. num. of fans 1
Max. num. of idol 140
Min. num. of idol 1
Message num. 56,924
Average degree 31.394
Net diameter 9
Average path length 3.495
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user and investigate the recommendation performance con-
veniently. The related information of comparison dataset is 
shown in Table 7 and the experimental results are shown in 
Tables 8 and 9 and Figs. 7, 8 and 9.

Table 8 and Figs. 7 and 8 show the evaluation results on 
AP, AR. We can observe that our fusion methods of PDSF 
and IDSF outperform the other methods in terms of 

precision and recall metrics. All the methods have the 
similar trends on the two metrics. AP decreases progres-
sively and AR increases with top-k increasing. The greater 
the top-k, the lower AP is. When the top-k is greater and 
equal about to 10, AR is close to stabilization. The reason 
about this phenomenon can be explained by analyzing the 
computation formula AR =

1

n

∑n

i=1

Ni
1

Ni
1
+Ni

3

 . For a target user, 

Table 8  Performance of comparisons with different methods on comparison dataset

In each row data (top-k recommendations), bold values mean better results than other recommendation methods according to the corresponding 
metrics

top-k PDSF IDSF LCIT FoF MPopular

AP-PDSF AR-PDSF AP-IDSF AR-IDSF AP-LCIT AR-LCIT AP-FoF AR-FoF AP-MP AR-MP

4 0.38542 0.20638 0.42593 0.21982 0.41256 0.24762 0.39128 0.22989 0.17269 0.03118
6 0.34852 0.20093 0.35967 0.29455 0.30182 0.24587 0.28470 0.22630 0.12327 0.03851
8 0.35863 0.23918 0.36688 0.31601 0.19882 0.25701 0.18182 0.23646 0.11554 0.04395
10 0.31885 0.25311 0.33148 0.33940 0.16741 0.26496 0.16465 0.24509 0.10609 0.05063
12 0.27797 0.31488 0.27226 0.33326 0.15288 0.27921 0.14825 0.25099 0.09662 0.06376
14 0.25609 0.31837 0.25557 0.33559 0.14814 0.26377 0.14351 0.24473 0.08168 0.06376
16 0.23526 0.32751 0.24022 0.32944 0.13898 0.27341 0.13171 0.25291 0.06670 0.06376

Table 9  Comparisons of three 
methods on A-NDCG, MRR, 
and MAP with multiple sources

In each row data (top-k recommendations), bold values mean better results than other recommendation 
methods according to the corresponding metrics

top-k IDSF PDSF LCIT

A-NDCG MRR MAP A-NDCG MRR MAP A-NDCG MRR MAP

4 0.67268 0.41071 0.64540 0.61542 0.23668 0.28915 0.52364 0.13619 0.18866
6 0.64685 0.29988 0.53458 0.57697 0.19492 0.21348 0.49825 0.12571 0.16063
8 0.56085 0.23958 0.47427 0.46981 0.16359 0.17751 0.41139 0.07857 0.10476
10 0.47374 0.19167 0.37942 0.44835 0.12530 0.18656 0.43900 0.07682 0.12571
12 0.39797 0.16683 0.35885 0.38983 0.07708 0.15547 0.37044 0.07275 0.13968
14 0.40295 0.14779 0.34112 0.40873 0.09562 0.16386 0.31165 0.06236 0.11972
16 0.40723 0.13323 0.32977 0.40598 0.08454 0.16948 0.29887 0.05980 0.13095

Fig. 7  Comparisons of 5 methods on AP Fig. 8  Comparisons of 5 methods on AR



1021International Journal of Machine Learning and Cybernetics (2019) 10:1003–1024 

1 3

the denominator is basically fixed, which denotes the total 
friend number of all “recommended and unrecommended” 
as showed in Table 10. So AR is determined by the numer-
ator Ni

1
 . When top-k reaches around 10, the number of 

recommended friends is close to the best value that is 
almost unchanged. Therefore, AR is close to the stabiliza-
tion. We argue that the top-k number that is close to stabi-
lization depends on the specific dataset or social network. 
PDSF method fusing multiple sources performs better than 

LCIT, FoF and MPopular methods, but worse than IDSF 
method, since IDSF not only fuses multiple sources but 
considers the importance degree and reliability of evi-
dence. FoF method utilized by Facebook site also has rea-
sonable performance, although it is simple. And when it 
is combined with user interest to generate LCIT method, 
it is enhanced a little. This expresses that user interest is 
important in similarity measurement between friends, 
although some user’s friends are acquaintance.

Table 9 and Figs. 9, 10 and 11 illustrate how the value 
of three methods all of which leverage multiple sources 
changes along with top-k value on the metrics of A-NDCG, 
MRR and MAP. The three metrics measure the quality of 
recommendation list and have the same trends. The higher 
they are, the better the recommendation list is. That means 
recommendation list with higher NDCG, MRR and MAP is 
more relevant to target user and user interested friends are 
as possible as at top positions. The difference between three 
methods on A-NDCG is little, while it is larger on MRR and 
MAP, since A-NDCG is discounted by logarithm function. 
Obviously, according to the three metrics, our fusion meth-
ods outperform linear combination method. IDSF method is 
the best, especially at the lower value of top-k.

So far, we have observed the comprehensive performance 
of IDSF method is the best on all five evaluation metrics, 
which could be benefit from the fusion of multiple sources 
and improvements of D-S evidence theory by applying the 
reliability and importance degree of evidence. Also, we can 
find the suitable top-k value of recommendation is about 
8, at which AP and AR reach a relatively good level and 
A-NDCG, MRR and MAP work well. By our daily experi-
ence, this is consistent with the actual situation that user 
would like to select the interested users in FR list with the 
number about 8, since it does not make user uncomfortable 

Fig. 9  A-NDCG histograms of comparison results of three methods 
with multiple sources

Table 10  The meanings of Ni

1
 , Ni

2
 and Ni

3

Related Unrelated

Recommended N
i

1
N

i

2

Unrecommended N
i

3
N

i

4

Fig. 10  MRR histograms of comparison results of three methods with 
multiple sources

Fig. 11  MAP histograms of comparison results of three methods with 
multiple sources
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and indeed helps user find out the interested users and its 
layout space in web pages is small.

5.5  Discussion

From the experimental results, we can observe that our 
proposed approach obtains expected effectiveness of friend 
recommendation in social networks. Although we cannot 
prove that it is the best solution among state-of-the art FR 
recommendation methods. Obviously, the effectiveness of 
our proposed FR framework benefits from the multi-source 
information fusion. During the process of friend recom-
mendation, each information source provides its own useful 
information and positive influence.

We can understand users being friends in social net-
works are influenced by many factors like those information 
sources we have studied in this work. User profile expresses 
the demographic attributes. Users are more probably to be 
friends with similar profile users. In our real life, most of 
our friends are around us or near to us. Therefore, location-
aware context information should be positive when finding 
out active user’s potential friends [58]. We have proved the 
hypothesis in our proposed FR framework. In addition, we 
always predict possible friends with the same similar inter-
ests. User interests have high correlations when finding like-
minded friends. That has been proved by many researchers 
as well as in our proposed FR framework.

FR is a hot research topic discussed in social networks. 
And a social network is like a net with social relations. The 
node/user position and social relations are two important 
factors for searching friends. Users close to each other in 
social networks are more probably to be friends, since the 
near node position is more reachable for target user. Fur-
thermore, user influence also affects a target user to select 
friends. Users want to get useful and authoritative informa-
tion from high influential friends. Finally, we cannot neglect 
the trust information among friends, which can be propa-
gated from a user to another one. For example, friends of 
friends are friends with high possibility. All the information 
sources are theoretically combined by applying the fusion in 
D-S theory based on the Minimum Conflict Principle [48]. 
Consequently, the information sources in our paper are 
carefully selected. In this work, we carefully selected seven 
kinds of information sources that are categorized into three 
classes, and used them to improve the quality of recommen-
dation results. In the scenario of other social networks, the 
number of selected related information sources depends on 
the specific demands. The number of information sources 
could be more or less, not be limited to predefined specific 
number. Our proposed fusion recommendation framework 
is still applicable. The main idea of our proposed method is 
how to find out the valuable information sources and how 
to select the corresponding indexes to quantify them. The 

experimental results demonstrate that the recommenda-
tion effectiveness is better than several mainstream friend 
recommendation methods by reasonably fusing multiple 
information sources. However, in this paper we did not con-
duct relevant experiments by removing some of them. It is 
still unknown that what information source would be more 
important for FR. That is what we will analyze and study in 
our future work.

Another two important aspects to be discussed in our 
proposed FR framework are algorithm efficiency measured 
by complexity and real application. Assume that n1 denotes 
the number of users in a social network and n2 represents 
the number of information sources. The complexity of our 
proposed approach consists of two parts that derive from 
D-S fusion algorithm and the BPA computation of informa-
tion sources. The time complexity of D-S fusion algorithm 
is O(n2

2
) . The maximum complexity of seven information 

sources is O(n2
1
) . Totally, the overall complexity of our 

approach for friend recommendation is K ∗ O(n2
2
) ∗ O(n2

1
) , 

where K is a coefficient. Note that O(n2
2
) is close to constant 

when n
2
= 7 is satisfied. Therefore, the complexity of our 

proposed approach is O(n2
1
) . In real world application sce-

narios, the key computations, namely all the BPAs, with the 
complexity of O(n2

1
) , can be done offline and implemented 

in parallel in distributed running environment. Thus, the 
real online calculation consumption is responsible for D-S 
fusion algorithm whose complexity is O(n2

2
) . Therefore, our 

proposed approach is valuable and feasible for friend recom-
mendation in real applications in social networks.

6  Conclusion and future work

In this work, we focus on friend recommendation in social 
networks by fusing information derived from multi-sources. 
Our proposed fusion recommendation framework is based 
on the D-S evidence fusion theory. First, we investigated 
and analyzed the valuable information source and how they 
affect the friend selection of target user in social networks. 
After that, we proposed the fusion recommendation frame-
work based on D-S theory with the BPA functions of all 
evidence. To further improve the recommendation per-
formance, we observed the disadvantages of original D-S 
evidence theory and optimized it by incorporating impor-
tance degree and reliability of evidence in our proposed 
FR framework. Experimental results on real world dataset 
demonstrate that our proposed fusion recommendation 
method for friend recommendation in social networks can 
produce better results than several mainstream recommenda-
tion approaches in terms of five classic evaluation metrics. 
Although our method is proposed in Twitter-like social net-
works, it is still general and can be easily extended to other 
popular social networks like Facebook and LinkedIn.
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In future work, we mainly focus on two aspects. On one 
hand, we will apply another fusion method and compare it 
to more combination recommendation methods like artifi-
cial neural network. On the other hand, we will estimate the 
importance of each information source to determine whether 
it should be fused in our recommendation framework and 
conduct experiments on more real world datasets.
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