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ABSTRACT  
In the modern world, people face an explosion of information and 
difficulty finding the right choice for their interests. Nowadays, 
people prefer online shopping for their needs. Recently, the 
recommender system has become one of the key technology for 
the online purchasing system. The collaborative filtering 
technique has been extensively applied for the Recommender 
Systems. However, collaborative filtering is suffering from data 
sparsity, cold start problems, and inaccuracy problems. To 
overcome these problems, we propose a novel approach of the 
Matrix Distributive collaborative filtering with ensemble 
integration. The experimental results illustrate the increase in 
performance against the existing methods.  
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1. Introduction  

The Collaborative Filtering (CF) rating prediction has been a hot 
research problem in the recommendation system recently [1]. 
Many CF methods have been introduced recently [2]. The 
Collaborative Filtering technique takes users and items’ rating 
matrix to build the recommendation system. The rating of items 
usually suggests the interests of users for such items. While other 
features of users, for example, age, gender, and location, are hard 
to navigate because of privacy issues, the ratings have the primary 
role in navigating the user’s interest and recommend more 
relevant items for such users based on the user’s past rating 
history. 
Many models have surfaced to tackle this issue, such as memory-
based methods [3], model-based algorithms [4]. The memory-
based model for collaborative filtering predicts the rating of users 
and items by using the weighted average of users and items’ rating. 
Some of the collaborative filtering methods use the discrete rating 
instead of continuous ratings. While other methods focus on 
continuous rating values, the evaluation methods of collaborative 
filtering are Root Mean Square Error (RMSE) [5]. 
The Netflix prize competition is a significant contest for CF 
techniques. This contest boosts up the progress and efficiency of 
the techniques, and many researchers presented their work in this 
contest in October 2006 [6]. Netflix issued a large dataset of users, 
items, and movie ratings, which consisted of over 480 thousand 
randomly selected customers and 18 thousand movie items. The 
primary purpose of this competition is to develop such algorithms 
that can beat the accuracy of their current Cine-match to some 
extent. In the Netflix prize competition, RMSE is adopted for 
performance evaluation [7]. However, one of the methods, the 
Matrix Factorization technique got impressive results. Matrix 
Factorization can easily find latent factors [8]. This technique 
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divides the original matrix in such a way that if we multiply them 
back, we get approximately similar results as an original matrix. 

                                                𝑹 = 𝒑𝒕. 𝒒                                                    (1) 

where R represents the original matrix and p and q are the latent 

factors and are row vectors. 

   After obtaining successful results from this novel technique, 

researchers modified this method and came up with more 

improvements and efficient Matrix Factorization techniques such as 

Singular Value Decomposition (SVD)++ [9]. We adopt the same 

intuition and bring a novel technique called Distributive matrix 

collaborative filtering for recommender systems. By conducting 

extensive experiments, our model has shown improvement in 

RMSE as compared to the existing ones. 

2. Literature Review  

CF [10], [11] is a very effective method for recommending similar 
items in the field of recommender systems. The CF technique 
predicts users' interest in the items from other most similar users' 
interest items and recommends the nearest items to those users. 

The CF problem is formulated as (𝑈,𝐼, 𝑅), where: 

 U is a set of M users with the values {u1, u2,…, um} 

 I is a set of N items with the values {i1, i2,..., in} 

 R a rating matrix, which consists of users’ historical 

ratings record. 

   The CF predicted value estimates the interest of user U to 
item I. It implies that the higher the value, the stronger the interest 
of users for the item. The CF technique suffers from the primary 
challenge of rating accuracy prediction to unknown ratings in the 
matrix, in general, which is a very sparse rating matrix. There are 
several CF techniques introduced in a couple of years; for 
example, K-Nearest Neighbor (K-NN) based models [12], [13] 
and Matrix Factorization (MF) models [14], [15].  An ensemble 
model is a well-known machine learning approach that combines 
the results of different machine learning models and presents them 
as a single and more effective model to improve the predictive 
results. In contrast, the hybrid method of recommendation system 
[16] combines the content-based model and CF model. Recently, 
more sophisticated methods have been proposed to enhance the 
accuracy of collaborative filtering techniques. The CF 
enhancement methods include various Matrix Factorization 
techniques [17], applying the implicit dataset in the model 
training [18], applying various similarity measures [19], and 
applying Gradient Descent-based techniques [11]. In another 
paper [20], the CF rating sparsity problem has been resolved by 
assigning the artificial dataset in the rating matrix of the 
collaborative filtering. Several machine learning models have 
been applied for the evaluation, including ensembles. The authors 
in [21], have presented three different Matrix Factorization 
techniques, which differ in the number of parameters, by 
improving the Matrix Factorization optimization problem. They 
achieved improved results by using an ensemble model, which 
was based on a simple average of the three Matrix Factorization 
techniques. In another paper [22], several K-NN models have 
been combined to improve Mean Absolute Error (MAE) of the 
recommendation task. The combination strategy was based on the 
User-based and Item-based CF technique. They also applied a 
bagging machine learning approach to user and item similarities. 
Ho et al. [23] modified the existing AdaBoost version, which 
showed improvement in the RMSE measure for the Matrix 
Factorization model. The authors also demonstrated the 
effectiveness by adding more models to the ensemble to reduce 
the RMSE; they showed improvement with a maximum number 

of 10 models. In another paper [24], the author introduced the 
heterogeneous ensemble model with a combination of 5 different 
CF methods. The result of a combined model was higher as 
compared to base models. In this paper, we introduced a novel 
framework of the ensemble method by adopting the efficient 
Matrix Factorization technique for applying on a large-scale CF 
technique. We integrate the homogeneous ensemble approach 
based on similar Matrix Factorization models. Our framework has 
shown effectiveness against the baseline and state-of-the-art CF 
techniques. Our model also exhibits improvement in RMSE and 
MAE against all the state-of-the-art methods in collaborative 
filtering. In [25], the author presented an effective distributed 
machine learning method for machine learning, but their work is 
different from our presented work in the paper. In paper [26], the 
author proposed the parallel Matrix Factorization technique for 
rating prediction. In [27], the authors modified the existing SGD 
method for fast parallel Matrix Factorization, but their application 
was not applicable. Li et al. [28] introduced a novel Matrix 
Factorization method called MSGD, based on multi-GPU. In [29], 
the author enhances the Matrix Factorization technique with 
memory optimization and computing. 

3. Proposed Methodology  

In this section, we will discuss our proposed method. 

3.1 Matrix Factorization   

Matrix Factorization technique [30], belongs to the class of 
collaborative filtering-based techniques. The MF method is often 
applied in recommender systems to find the latent factors in a 
matrix. The Matrix Factorization technique converts the original 
matrix into the product of two lower-dimensional matrixes, as 
shown in Figure 1. The MF technique got popularity during the 
Netflix prize competition. In this competition, it got better results 
in predicting the ratings of the users and items of Movie Lens 
dataset. Low-rank Matrix Factorization is one of the most famous 
and is frequently used in recommender systems and other domains 
of machine learning. To define MF, suppose we have a set of users 
(U) and a set of items (I). Let R be the product of U and I matrices 
which contain all the ratings that the users have given to the items. 

Our goal is to find two matrices, 𝑝 ((𝑢) ∗ 𝑘) 𝑎𝑛𝑑 ((𝑖) ∗ 𝑘) such 
that the product of these matrices is equal to matrix R as shown in 
Eq. 2. 
 

                                        𝑹 = 𝒑𝒕. 𝒒 = �̂�                                      (2)                                           

where 𝑹  is the actual rating, 𝒑𝒕  denotes the users' matrix, 𝒒 

represents the items matrix, and �̂� is the predicted ratings. 
The model of the Matrix Factorization maps both users and items 
in the latent space of dimensionality. The interaction between user 
and item is formed as an inner product in the space. Thus, each 

item is connected to the 𝑞𝜖𝑅 vector, and each user is connected to 

the 𝑝𝑢𝜖𝑅 vector. The result is the multiplication of 𝑞  and 𝑝𝑢 , 
which gives the interaction between item I and user U. This 
approximates the user ratings given to items, which are denoted 

by 𝑟𝑢,𝑖  as shown in Eq. 3. 
 

                                          𝒓𝒖,𝒊 = 𝒒𝒊
𝒕.𝒑𝒖                                       (3) 

Now the system needs to minimize the regularized square error to 

learn the vectors associated with factors such as 𝑝𝑢 and 𝑞𝑖  as 
described in Eq. 4. 
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              𝐦𝐢𝐧
              𝑸,𝑷

∑ (𝒓𝒖,𝒊 − 𝒒𝒊
𝑻𝒑𝒖)𝟐 + 𝝀(||𝒒𝒊||

𝟐 + ||𝒑𝒖||𝟐)(𝒖,𝒊)∈𝒌      (4)                                            

k is the set of the (𝑈, 𝐼) pairs for which 𝑟𝑢,𝑖  is known as the 
training set. Lambda (λ) controls the measure of regularization 
and is generally determined by cross-validation. 

 
Figure 1. An example of Matrix Factorization 
 

 

3.2 Distributive Stochastic Gradient Descent 
(Dsgd) 

We first discuss the Stochastic Gradient Descent (SGD) in Matrix 

Factorization [8]. The whole process behind SGD is to select  𝑟𝑢,𝑖  

in R matrix before finding the factor 𝑝𝑢 from the users' factor 
matrix 𝑃. Similarly, the factor matrix 𝑞𝑖 is determined from the Q 
factor matrix. During the last step, it calculates the predicted score 

𝑝𝑢𝑞𝑖
𝑡  and keeps updating the parameters continuously using Eq. 

5-6. 
 

                                       𝒑𝒖 ← 𝒑𝒖 + 𝜸(𝒆𝒖,𝒊𝒒𝒊 − 𝝀𝒑𝒖)                          (5) 

                                     𝒒𝒊 ← 𝒒𝒊 + 𝜸(𝒆𝒖,𝒊𝒑𝒖 − 𝝀𝒒𝒊)                          (6) 

The SGD algorithm is a sequential method to update the factor 
matrices and parameters. The logic behind the Distributive  
Stochastic Gradient Descent (DSGD) is to switch the order of 
SGD steps without affecting the output. This procedure allows to 
run SGD in parallel with interchangeable sets of rating matrix [31]. 

DSGD divides the rating matrix 𝑍 into a set of subsets of matrix 
𝑧 , called as strata. Individual stratum consists of 𝑑 
interchangeable subsets of 𝑍 as shown in Figure 2. The parameter 
of the parallelism should be taken equal to or greater than the total 
number of processing tasks. In the next step, they start 

permutation of the rows and columns of the matrix 𝑟 and then 
create 𝑑 × 𝑑 blocks. Afterwards, they block the factor matrices 𝑞 
and 𝑝. This process ensures the same number of training points in 

each block. After the iteration of 𝑢1 ,  𝑢2 , … , 𝑢𝑑 of 1,2, 3, … , 𝑑, the 

stratum becomes 𝑧𝑠 = 𝑧1𝑢1 ∪ 𝑧2𝑢2 ∪ … ∪ 𝑧𝑑𝑢𝑑  where the 

substratum 𝑧𝑢,𝑖 is the same as a block 𝑟𝑢,𝑖 . It should be noted that 
overlapping is possible when parameter d is greater than 2. 

3.3 Ensemble Integration  

Ensemble learning techniques have been very useful in 
manipulating the large-scale and small-scale datasets. They are 
also widely employed for classification and regression problems 
in computer vision and various machine learning problems. In this 
paper, we have only used the rating information of users and items, 
hence we present it as a regression problem. We employ the 
Ensemble technique to address the regression problem, and also, 
we integrate the Distributive Matrix with the ensemble technique 
for further enhancing the performance of the Distributive Matrix 
Factorization. We used the same nature of the Distributive Matrix 
Factorization technique in the ensemble algorithm, unlike the 
heterogeneous approach of the ensemble. Since we have a 
regression problem, so we take a weighted average of the two 
same nature of distributive matrices in the ensemble technique. 

4. Experiments and Results 

We performed several experiments to show the effectiveness of 
our proposed model and framework. We also do some extended 
experiments to examine the performance of different models of 
Matrix Factorization, such as Alternating Least Square (ALS), 
user-item collaborative filtering. 

4.1 Dataset  

We evaluate our models on a widely used Movie lens data set [32] 
in recommender systems (ML4M). These datasets are publicly 
available at www.grouplens.org. We do not need to process the 
Movie lens datasets because it is already filtered. The details of 
the three data sets are given in Table 1. 
 

Table 1. Details of Movie Lens dataset 

 

Statistics ML4M  

Number of users 28667  

Number of items 44270  

Number of ratings 4000054   

Rating density 0.23657  

 

Figure 2. Example of 3x3 strata of Distributive Matrix Factorization 
 

http://www.grouplens.org/
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4.2 Evaluation  

There are several types of measures for the evaluation of 
recommender systems. One of the most common measure is the 
Root Mean Square Error (RMSE). It calculates the average of all 
squared differences between the actual and predicted rating values 
and then continues to calculate the square root of the results. 
Therefore, larger errors can significantly affect the RMSE rating 
value. Eq. 7 shows the RMSE between the original rating values 
and the predicted rating values: 
 

                            𝑹𝑴𝑺𝑬 = √
𝟏

𝒏
∑ (𝒅𝒊 − 𝒅�̂�)

𝟐𝒏
𝒊=𝟏                                  (7) 

where 𝑑𝑖 is the value of the actual rating, 𝑑�̂� is the value of the 
predicted rating and 𝑛 represents the total number of ratings. 

4.3 Implementation Details  

In this subsection, we discuss the parameters used in the proposed 
model. When training our models, we composed the Distributive 
Matrix with Ensemble (DMWE) model with a total of two base 
learners and the composite learner parameters with a weighted 
average of 1.0. For Distributive Matrix (DM), we initialized 
model parameters with a maximum rating scale of 5 and the 
number of factors as 12. Similarly, user and item regularization is 
set to 0.015 whereas the number of iterations was fixed as 30, 
regularization as 0.015 and the learning rate was made as 0.0001. 

4.4 Performance Comparison  

Here, we present the comparative results of our proposed model 
with the current state-of-the-art methods of CF machine learning 
models. Our model focuses on the interrelationship between users 
and items. 

 Average (AVG): It ranks the items by taking the 

average of all ratings of items. This is usually used as 

the baseline for model evaluation. 

 User-Item (U-I): This algorithm has been used by 

Amazon for the user-item collaborative filtering 

method. It is one of the well-known methods for 

recommending items to related users [33]. 

 Fast Parallel Stochastic Gradient Descent (FPSGD) is 

a Matrix Factorization technique of optimizing the 

existing SGD method for faster execution performance 

[27]. 

 ALS is a well-known Matrix Factorization technique for 

recommendation system which uses a square loss 

function. We used the same parameters as reported in 

[34]. 

 Parallel Matrix Factorization (PMF) is an effective 

Matrix Factorization technique for a recommendation 

system [26]. 

 Distributive Matrix with Ensemble (DMWE): This is 

our proposed model for recommender systems.  

The proposed method (DMWE) has shown slightly better results 
on Movie Lens dataset, as compared to the PMF, ALS and FPSGD 
as shown in Table 2. In FPSGD, the authors focus on the 
parallelization of the work and faster execution of the algorithm, 
and not on the performance enhancements. Our method also 
outperformed the baseline and the state-of-the-art methods, 

including User-Item and Average as shown in Table 2. We 
arranged the basic CF model based on relative strength, where 
simple and less accurate models appeared on the left and arranged 
the more advanced/ highly accurate models on the right. 
 

Table 2. RMSE of different Methods 
 

Methods ML4M 

AVG 1.093 

U-I 0.89 

FPSGD 0.830 

ALS 0.82989 

PMF 0.82812 

DMWE 0.82501 

 
We also discuss the effect of the ensemble size on the integration 
of DM. We increase the base learners in our basic DMWE model 
up to 3. We adopt the same parameters for each member of the 
DM model and only use the Movie Lens 4M dataset to train the 
model. As we increase the number of base learners in the DMWE 
model, the accuracy results of our model are also improved as 
shown in Table 3. 
 

Table 3. Size of the Ensemble 

 

Ensemble size RMSE 

DMWE-2 0.82501 

DMWE-3 0.82405 

5. Conclusion 

In this paper, we propose a novel Distributive Matrix 
Collaborative filtering method with an ensemble technique. 
Through the ensemble technique, we use users and items copy 
datasets for each component of the ensemble learner. In our 
proposed model, we make use of the explicit ratings in the input 
matrix and also use the same rating matrix for each learner of an 
ensemble. The experiments on benchmark dataset show the 
effectiveness of our proposed model. In future, we will attempt to 
apply the fusion concept for rating prediction in collaborative 
filtering to enhance the RMSE performance. We will validate our 
model with different and large-scale datasets of rating matrix to 
measure the efficiency of a recommender system. We will also 
use the explicit and implicit ratings in the collaborative filtering 
for recommender system. 
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