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Abstract

Composed Image Retrieval (CIR) presents challenges in
expressing search intent through hybrid-modality queries,
where users search for a target image using another image
along with text to modify certain attributes of the images.
CIR encounters two main challenges: cross-modal align-
ment and feature fusion, due to inherent gaps between im-
ages and texts. To address these issues, we decompose the
CIR task into a two-stage process and propose the cross-
modal feature alignment and fusion model (CAFF). We
first fine-tune CLIP’s encoders for domain-specific tasks, to
learn fine-grained domain knowledge for image retrieval.
In the subsequent stage, we enhance the pre-trained model
for CIR. Our model incorporates the Image-Guided Global
Fusion (IGGF), Text-Guided Global Fusion (TGGF), and
Adaptive Combiner (AC) modules. IGGF and TGGF inte-
grate complementary information through intra-modal and
inter-modal interactions, discerning alterations in the query
image compared to the target image. The AC module bal-
ances contributions, yielding the final compositional rep-
resentation. Extensive experiments on three benchmark
datasets demonstrate our model’s superiority over state-of-
the-art models.

1. Introduction
Interactive image retrieval is emerging as a pivotal tech-
nology for search engines, enabling users to express their
search intent more efficiently and interactively. Such sys-
tems harness the power of algorithms not only to consider
the results of previous searches but also to refine the results
based on iterative feedback from users, as depicted in Fig. 1.
To address this challenge, TIRG [19] first introduced com-
posed image retrieval (CIR), seamlessly merging input im-
ages with descriptive text for modifications. This approach
effectively utilizes multiple modalities to explicitly capture

Figure 1. Illustration of a composed image retrieval task.

user search intentions. It is valuable in various contexts, es-
pecially in scenarios where users emphasize visual appear-
ance, such as online shopping and fashion retrieval [15].

While CIR can effectively comprehend user search in-
tent, it still faces two primary challenges: (1) cross-modal
alignment, which involves aligning images and text with
similar semantic in the shared embedding space, and (2)
cross-modal fusion, necessitating the editing of image fea-
tures based on text feedback while retaining original ele-
ments. Modification text typically only mentions the parts
that need to be changed, implying that the parts not men-
tioned are intended to be retained in the target image.

Several valuable models [2, 10, 12–14, 20, 22] have been
proposed to address these issues. For instance, COSMO
[13] introduces a content and style modulator that utilizes
decoupled multi-modal non-local blocks to modify image
content and infuses global style information into the modi-
fied image features. VAL [3] incorporates attention mech-
anisms across different layers of the deep network to fuse
vision and language features. Several studies [1] extend vi-
sual language pre-training (VLP) models [17] to tasks such
as image retrieval. The typical VLP models are usually
trained using large-scale, well-aligned instance-level data
from public general domain datasets. However, they may
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lack the fine-grained concepts at the attribute-level required
for the fashion domain. Therefore, we suggest gradually ad-
dressing these challenges, starting by leveraging the CLIP
model’s capability to learn fine-grained alignment in the
fashion domain, and then learning effective multimodal fu-
sion for hybrid-modality queries.

2. Related Work
Composed Image Retrieval. TIRG [19] first proposed the
CIR task, utilizing residual gate connections to compose
reference image features with text features. Many stud-
ies, including COSMO [13], MAAF [5], VAL [3], CLVC
[20], SAC [11], and DCNet [12], have explored various ap-
proaches to addressing the CIR task. These methods involve
techniques such as leveraging multi-level features and inte-
grating multiple sub-networks. Additionally, some studies
have investigated the setting of multi-turn of for image re-
trieval [7, 21]. In this paper, we adopt a single-turn ap-
proach to CIR, without loss of generality.

Visual and language pre-training. Vision language
pre-training (VLP) models have made remarkable progress
in improving the integration of visual and language infor-
mation. This development offers numerous opportunities
and challenges for image retrieval. CIRPLANT [16] is the
first to extend VLP model to composed image retrieval tasks
in open domains. In the area of fashion image retrieval, sev-
eral VLP models have emerged [6, 9, 23]. However, these
efforts have not been applied to CIR tasks. Baldrati et. al
train the CLIP4Cir model [1], a fine-tuned version of the
CLIP model [17], for CIR task. Different from CLIP4Cir,
we first achieve alignment of image and text concepts at the
attribute level by fine-tuning the CLIP encoder, and then
learn multimodal composite features.

3. Methods
Given a triplet (Iq, Tm, It), where Iq represents the query
image, Tm represents the modification text, and It repre-
sents the target image, we first extract the query image fea-
tures ϕIq , the modification text features ψTm

, and the target
image feature ϕIt using the CLIP image and text encoders.
We train the model to combine ϕIq and ψTm to generate the
composite feature ϕcom. The goal is to pull the compos-
ite feature ϕcom closer to the target feature ϕIt in the latent
semantic space while pushing away dissimilar images.

Fig. 2 shows the overview of the main architecture of
our proposed CAFF model. To progressively learn semantic
knowledge from fashion domain data, we propose to train
the proposed model in two stages.

3.1. Pre-train Tasks

In stage one, we initialize the image and text encoders using
the CLIP backbone and fine-tune the encoders on the fash-

ion domain data with three fashion-specific tasks: fashion
image retrieval, fashion attribute prediction, and fashion im-
age category similarity. As shown in Fig. 2 (a), given a fash-
ion dataset {Ii, Ti}, Ii represents fashion product image,
and Ti represents the description text of the corresponding
fashion product respectively.

Fashion category similarity enables the model to capture
features from both text and image modality by maximizes
the similarity between the image and fashion category. We
concatenate BERT token [CLS], image category ψcat and
fashion attribute values Ti to form a new text sequence and
encode it into (ψcls, ψcat, ψtxt). We add an adapter (con-
sisting of pooling layer and MLP) after the text encoder and
image encoder to learn the adapted features of the category
ψ̃i
cat and image ϕ̃iimg respectively, and pull them closer.

Fashion attribute prediction is to label the image with the
correct attribute values. Given a fashion dataset {Ii, Ai},
Ai = {a1i , ..., aJi } denote the attribute value for each at-
tribute type of the image. We attach a attribute prediction
head after the image encoder to predict the attributes and
treat the attribute prediction task as a multi-label classifica-
tion task.

Fashion image retrieval aims to measure the similarity
for fashion image-text pairs. In image retrieval task, the
image feature ϕimg is send to match head to compute the
cosine similarity with text feature ψtxt. We use InfoNCE
losses to draw similar images and texts closer in the shared
embedding space.

3.2. Model Architecture

In stage two, we further train two fusion module and a com-
biner module to fuse image features and text features for
composed image retrieval, as depicted in Fig. 2 (b).

The image-guided global fusion (IGGF) module learn
the weights of word in modification text to determine the vi-
sual features to retain. The image representation ϕIq served
as query (Q), and the modification text representation Tm
served as key (K) and value (V ). The image-guided feature
can be calculated through cross-attention layer and feed-
forward layer:

ψIT (Iq, Tm) = ϕIq +MCA(Q,K, V ) , (1)

where MCA denotes the multi-head cross-attention.
The text-guided global fusion (TGGF) aims to learn the

visual features relevant to the modification text, which de-
notes the features to change in the query image. We first
project the text feature ψTm and the image feature ϕIq to
obtain the query Q and key K. We concatenate the text and
image features and followed with a 1× 1 convolution layer
to obtain value V . We employ gated dot-product attention
to model relationships between features, and add it to ψTm

to obtain text guided feature ψTI .
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Figure 2. Overview of the proposed model: (a) illustrates our model, which is pre-trained on fashion domain datasets and incorporates
three fashion-related tasks; (b) presents our model that is designed specifically for the CIR task. The objective is to learn a composite
representation, ϕcom, that aligns with the target image, given a pair of query image, Iq , and modification text, Tm, as input.

ψTI(Iq, Tm) = ψTm
+ softmax(QKT )⊗ V . (2)

The adaptive combiner (AC) module generates the fi-
nal compositional feature ψcom by aggregating the image
guided feature and the text guided feature. We follow the
similar combiner network in CLIP4Cir [1]. The combiner
network is a sum of normalized vectors from three branches.
We first project ψTI and ψIT through a linear layer and em-
ploy a sigmoid function on the outputs of the two branches
to learn their convex combination. The concatenation of
the two guided features is then sent to the third branch,
which has a similar structure. Finally, the final output is ob-
tained as the weighted sum of the outputs from these three
branches.

Finally, we train the model by applying end-to-end con-
trastive learning on the compositional feature ψcom and tar-
get image feature ϕIt , and optimize the model with In-
foNCE loss.

4. Experiments

4.1. Experimental Settings

Datasets. We performed the first stage of pre-training on
DeepFashion1 [15] . To validate the effectiveness of CAFF
for CIR against different baseline models, we conducted ex-
periments on three benchmarks, including FashionIQ2 [21],
Fashion200k3 [8], and Shoes4 [7].

1https://mmlab.ie.cuhk.edu.hk/projects/DeepFashion.html
2https://github.com/XiaoxiaoGuo/fashion-iq
3https://github.com/xthan/fashion-200k.
4https://github.com/XiaoxiaoGuo/fashion-retrieval.

Evaluation Metric. Following previous work [3, 12],
we used Recall@K (R@K) to evaluate the model perfor-
mance. The K values are 10 and 50 for FashionIQ, and 1,
10, and 50 for Fashion200k and Shoes.

Table 1. Performance comparison on Fashion200k.

Models R@1 R@10 R@50
TIRG 14.10 42.50 63.80
VAL 21.20 49.00 68.80
MAAF 18.22 47.52 67.91
COSMO 23.30 50.40 69.30
DCNet - 46.89 67.56
CLVC 22.60 53.00 72.30
AACL 19.64 58.85 78.86
Artemis 21.50 51.10 70.50
CAFF 25.21 60.17 80.79

Table 2. Performance comparison on Shoes.

Models R@1 R@10 R@50
TIRG 12.60 45.45 69.39
VAL 16.49 49.12 73.53
MAAF 15.45 49.95 76.36
COSMO 16.72 48.36 75.64
DCNet - 53.82 79.33
CLVC 17.64 54.39 79.47
Artemis 18.72 53.11 79.31
CAFF 20.87 56.82 81.99
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Table 3. Performance comparison of different models on the FashionIQ dataset.

Models Image encoder Dress Shirt Toptee
R@10 R@50 R@10 R@50 R@10 R@50

TIRG [19] ResNet17 14.87 34.66 18.26 37.89 19.08 39.62
VAL [3] ResNet50 21.12 42.19 21.03 43.44 25.64 49.49
MAAF [5] ResNet50 23.80 48.60 21.30 44.20 27.90 53.60
COSMO [13] ResNet50 25.64 50.30 24.90 48.18 29.21 57.46
DCNet [12] ResNet50 28.95 56.07 23.95 47.30 30.44 58.29
CLVC [20] ResNet50×2 29.85 56.47 28.75 54.76 33.50 64.00
AACL [18] Swin Transformer 29.89 55.85 24.82 48.85 30.88 56.85
Artemis [4] ResNet50 25.68 51.25 28.59 55.05 21.57 44.13
CLIP4Cir [1] ResNet50 31.73 56.02 35.77 57.02 36.46 62.77
CAFF ResNet50 35.74 59.85 35.80 61.94 38.51 68.34

Figure 3. Examples from FashionIQ Shoes, showcasing the top-8 retrieved results. The ground-truth images are indicated by green boxes.

4.2. Performance Comparison

Tab. 1, Tab. 2 and Tab. 3 show the performance on the
Fashion200k, Shoes, and FashionIQ datasets, respectively.
CAFF demonstrates a significant performance advantage
over the competing models. On the FashionIQ dataset,
CAFF enhances R@10 and R@50 by 5.86% and 8.16%,
respectively. On the Fashion200k dataset, CAFF shows im-
provements in R@1, R@10, and R@50 by 8.20%, 2.24%,
and 2.45%, respectively. On the Shoes dataset, CAFF
boosts R@1 by 11.49%, R@10 by 4.47%, and R@50 by
3.17%. CAFF is competitive with the methods that utilize
multi-level matching [3, 5], multiple sub-networks [12, 20].

It is worth noting that each model exhibits varying per-
formance across different metrics. For instance, Artemis
achieves a higher score in R@1 but lower scores in other
metrics on Shoes dataset. This indicates that these mod-
els process limited generalization capabilities and struggle
to flexibly handle a variety of multimodal queries. In con-

trast, CAFF demonstrates remarkable versatility, capable of
fusing images and modifying text to meet users’ retrieval
intentions across a broad range of metrics.

4.3. Visualization

Fig. 3 presents quantitative examples from applying our
CAFF to the FashionIQ and Shoes datasets. Our model
demonstrates the capability to accurately retrieve target im-
ages in accordance with textual modifications specified,
such as “has long sleeves” or “ have different words”.

5. Conclusion
To address the challenge of CIR, we propose a novel model
named CAFF, designed to align and fuse cross-modal fea-
tures from image and text modalities. By leveraging the
innovative combination of IGGF, TGGF, and AC modules,
CAFF enhances its ability to comprehend user search in-
tent. Experimental results demonstrate CAFF’s superiority
in CIR tasks.
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